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BBenenue

JIaHHBIM PAKTUKYM B paMKax KypcoB «/HOCTpaHHBIN A3BIK», « TeXHUYECKUN
nepeBo» U «lIpakTuueckuii Kypc npodheccuoHaIbHO-OPUEHTUPOBAHHOTO MEPEBOIA
IpeAHa3HAYEH ISl CTYIAEHTOB 2 - 4 KypCOB €CTECTBEHHOHAYYHbBIX M WHKEHEPHO-
TEXHUYECKUX CHELUUAJIBbHOCTE OYHOI0, 3a04HOTO M BEUepHEro otaesieHuil. Llenp
OpakTUKyMa — (OpMHpOBaHHE MOJUKYJIBTYPHOH OOPa30BaHHOCTH OyIyIIEro
MH)KEHEpa B paMKaX JHMHIBOOOpa3oBaHMsI B TMpolecce paboThl ¢ MpPeI0oKEHHBIM
MaTepHaIOM IIPU OUITMHTBATHLHOM O0YUYEHUHU.

IIpakTukym cocTtouT H3 9 pa3nenoB, BOCEMb H3 KOTOPBIX COAEpXkKaT
JOCTATOYHO OOJIBIIOE KOJUYECTBO TEKCTOB C CHCTEMOW TPEHUPOBOYHBIX M (WJIN)
peUeBbIX yMpaXHEHWH. B HEKOTOpBIX pa3menax AaHa MHPOpPMAIHS MO MEPEBONY,
KOTOpass TOMOXET CTyACHTaM IEPEBOANTh TEMAaTUYECKHUE TEKCThI, COJEpKallne
IrpaMMaTHYECKHE SBJICHMS, KOTOpPbIE MPEIyCMOTPEHBl yYE€OHBIM ILJIAHOM; JAIOTCS
OpUMEYaHMs], COJIEpXKAIMEe KOHTEKCTyallbHbI TIE€pPEBOJ] OTAEIbHBIX CIIOB H
CJIOBOCOYETAHMM, OOBSICHEHNE HEKOTOPBIX TPYAHOCTEN MEPEBO/Ia, BCTPEUYAIOUIUXCS B
Tekcte W T.0. Kpome TOro, B paszieiibl BKJIIOUYEHBl JUAJOTMYECKHUE TEKCTHI,
NOBTOPSIIOIINE M PACIIMPSIOIINE IPOMJCHHBIE paHEE TEMbl, a TaKK€ TEKCTHI,
coJiepKallne JOMOJHUTENbHYI0 HHPOPMALIHIO.

[lenp mepBoro paszzaena — 3aKperuieHHE HABBIKOB YCTHOTO OOIIEHHS Ha
aHTJIMIICKOM S3BIKE O CIIELUATbHOCTH CTYACHTOB. DTO CHELHAIbHOCTH (DaKyJIbTETOB
€CTECTBEHHOHAYYHOT'O U MHKEHEPHO-TEXHUYECKOr0 HAIIPABJICHU, KaK OYHOI0, TaK U
3a04YHOr'0, U BEUEPHETO OTACIICHUN.

Llenp BTOpOTO pasnena — HAy4YUuTh CTYIEHTOB paboTaTh C Pa3IMUYHBIMH BUAAMU
HAy4YHBIX MyOJMKAIMI HAa aHTJIUHUCKOM si3bike. Bce ymnpakHeHus aHHOTO paszjeia
HOCSIT KOMMYHHUKaTUBHBIN XapaKTep.

Tpetuit - naThHIA paszaesbl NpeAHa3HAYCHbl ISl CaMOCTOSITEIBHOM pabOThI
CTYJICHTOB 3a0YHOTO M BeuepHero otaeneHuid. llenbio AaHHBIX pa3fesioB sBIAETCA
pa3BUTHE Yy CTYJEHTOB HABBIKOB UTEHHUS M TNEPEeBOJla HAYYHO-TEXHUYECKOM
autepaTypbl. [Ipy 4TEeHHMM OPUTHMHAIBHBIX AHTJIUMKUCKUX TEKCTOB CTYAEHTBHI Y3HAIOT
noipoOHee O MyTSIX Pa3BUTHUSL KOMIIBIOTEPHBIX TEXHOJOTUH, MOIYYatOT HH()OPMAIUIO
O TMPOMBIIIJIEHHOCTH B CTpaHax M3y4yaeMoro s3blka, 00 HMHOCTPaHHBIX YYEHBIX,
BHECIIIMX CBOM BKJIAJl B PA3BUTHUE HAYKU U TEXHUKH.

[llectoi - BOCBMOW pa3zeyibl HOCAT IIO3HABATEIbHBIM XapakTep IS
dbopMHUpOBaHUS TONHUKYJIBTYPHOU 00pa30BaHHOCTH OyAYIIEr0 WHXKEHEpPA WU MOTYT
CIY’KUTh HMCTOYHMKOM JUCKYCCHM Ha 3aHSITUSX B MPOJABUHYTHIX TIpYyIMax O]
KOHTPOJIEM MpernojaBaTeNsl, KOTOPbIA MOMET BapbUpOBaThb HCIIOJIb30BAHUE
IPEIJI0KEHHOIO JUIsl M3yYEeHHsI MaTepuaia o CBOEMY YCMOTPEHHIO, B 3aBUCUMOCTH
OT YPOBHSI 3HAHUI CTY/ICHTOB.

B neBsdrom pasnene JaH CIOBHHUK, KOTOPbIA TOMOXET CTYyACHTaM IpU
NEPEeBO/I€ TEKCTOB U 3HAUUTEILHO PACIIUPUT UX BOKAOYIISIP.



1 Section I My Specialty
1.1 Text I “My specialty is a teacher of Informatics”
1.1.1 Learn the new words

to be a first (second-, third-) year student — 65ITh IEPBOKYPCHHKOM;
establishment — yupexxnenue, 3aBeieHue;

software engineer — mporpaMMHUCT;

to train — TOTOBUTE;

highly-qualified — BeicOKOKBaTU(PUITIPOBAHHBIN;

to be in great demand — moIb30BaTHCS OOJIBIIIMM CITPOCOM;
to deal with — OBITH CBSI3aHHBIM C YeM — JIHOO;

to master — oBJ1a/1€BaTh;

computer processing of information — napopmartuka;

well — equipped laboratories — xopoiro o6opyaoBaHHbIE Ja0OpaTOPHUN;
to have at one’s disposal — UMeTh B pacropsKEHHH;

the latest achievements — HoBelIIIME JOCTHIKEHHS,
Strength of Materials — conpomar;

Technical Servicing — TexHuueckoe 006CIyKUBaHUE;
research work — nccnenoBarenbckas paboTa;

course work — KypcoBas pabora;

graduation thesis — numiomMHast paboTa;

degree — cTemneHsb;

to gain — mosy4arb, IpUOOPETaTh;

Hardware engineers — mHXeHEpbI 10 anmnapaTHOMY 00ECIIeUEeHHUIO;
applied informatics — npukiagnas nHOOPMATUKA;
automation — aBTOMaTH3aIUs;

manual work — ¢pusnueckas padora;

mental work — ymcTBeHHas pabora;

available — nocTymHBINI, TPUTOTHBIIA;

profitable — BBITOTHBIHN, TIOJIC3HBIN;

to undertake — BBIIONHATE;

efficiency — nmpou3BOAUTEILHOCTD;

wastage — nmoTepu,

to assure — yBepsTh;

rapid — OBICTpPBIN, CKOPBIH;

to employ — IpUMEHSTh, HCIIOJIb30BATh;

competition — KOHKYPEHIIUS;

benefit — BeIrona;

combine — COEUHSATE;

provided — npu ycioBuu;

for the good of man — Ha Giaro JenoBeka;

complete economy — coBepIieHHAs YKOHOMUKA.



1.1.2 Pay attention to the pronunciation of the following words

- ch — [k], [['], [[J] technology, achievement, machinery, research, change;
architecture, chemistry, mechanics, technology, technical;
- th — [0] [O] other, strength, algorithmic, wealth, thesis; methods, mathematics,

theoretical;

- ph — [f] philosophy, physics;

- sh — [[J] establishment.
1.1.3 Find the equivalents

efficiency

to train

to gain

competition

for the benefit

an opportunity

to have at one’s disposal
to employ

manual work

wastage

1.1.4 Find the synonyms

1 institution

2 to master

3 well equipped

4 to undertake

5 to assure

6 rapid

7 profitable way

8  computer  processing
information

9 available

10 to deal with

UCII0JIB30BaTh
BO3MOXHOCTb

TrOTOBUTH

UMETh B PacCHoOpsKEHUU
puoodpeTaTh
IPOU3BOJUTEIHEHOCTh
noTepu

dbusnueckas padbota
KOHKYPEHITUS

C BBITOJIOM

a well prepared

b establishment

c to fulfill

d to obtain

e to be connected with
f to be convinced of

g quick

h useful

1 informatics
j accessible

1.1.5 Read the text and translate it

One of the largest higher educational establishments in our town is the
Orenburg State University. I’'m the second — year student of the faculty of
Informatics. This faculty was organized in 1998. It trains highly — qualified hardware
engineers, software engineers and other specialists. I’ll be the teacher of Informatics
and a translator. We are in great demand nowadays.

The rapid technological progress of our time offers mankind wonderful
prospects for a richer life — but only on condition that we make the social and
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political changes that advancing technology demands. Automation offers
opportunities for immensely increasing the material wealth of mankind.

If automation can take over our manual work, so also computers can relieve us
of much of our mental work. They can relieve the scholar or scientist of weary hours
spent on searching for references and leave him more time for real research. In the
factory they can plan the production process far more skillfully than a human
manager. In agriculture, given information about soil quality, available manpower
and machinery, market conditions and the like, a computer can plan the usage of the
land in the most profitable way.

Computers will soon be able to undertake the far more difficult task of
planning a whole economy for maximum efficiency and minimum wastage —
provided the economy is one that is based on planning for the good of man, it rather
than on competition for the benefit of a privileged few. This planning of a complete
economy has not yet been achieved in practice, but development work in Russia and
the whole world has gone far enough to assure us that it will be done within a few
years. I like my future profession.

One can be the daytime, the evening — time and the extra — mural students. The
whole process of studying deals with the mastering of new progressive technology in
industry and economy.

The students study strength of materials mathematics, physics, a foreign
language (English, German, and French), and philosophy. The main subject is
computer processing of information. We attend lectures; do laboratory works and
tests in well — equipped laboratories which we have in our disposal. Mastering one of
the foreign literature and learn about the latest scientific and technical achievements
abroad.

The second — year students begin to study special computer sciences such as:
applied Informatics, Technical servicing, mathematical analysis, Algorithmic
languages and pedagogical sciences.

The third — year students combine their studies with their research work. They
write course papers and graduation thesis on the scientific problems of their research
work. Many highly — qualified teachers work at the departments of our faculty, some
of them have candidates degrees and scientific ranks. Being the fifth — year students
we shall be sent to work at different enterprises, schools, higher educational
establishments where we can learn to employ in practice the knowledge we’ll gain at
the University.

1.1.6 Answer the following questions

1 What University do you study at?

2 What faculty do you belong to?

3 What specialists does the Faculty of Informatics train?

4 Why have you chosen the profession?

5 What do you study English for?

6 Where can our graduates work?

7 What does the rapid technological progress of our time offer mankind?



8 What will computers be able to do?

9 What do you want to do in the future?

10 Do you believe the computer can relieve the scholar or scientist of weary
hours spent on searching for references and leave him more time for real research?

11 What is your attitude towards the computer?

1.1.7 Insert the prepositions (in, of, with, for, over)

1 Weare ......... great demand nowadays.

2 The whole process ......... studying deals ........... the mastering ..........
new progressive technology ... industry.

3 We have well equipped labs ........... our disposal.

4 The students combine their studies ................. their research work.

5 We can learn to employ ................. practice the knowledge.

6 Automation offers opportunities ................. immensely increasing the
material wealth ............... mankind.

7 Automation can take ................ our manual work.

Itisbased................. planning ................ the good of man.

1.1.8 Make up the sentences

1 highly — qualified, it, hardware engineers, trains, and, applied Informatics,
software engineers, specialists.

2 deals with, the whole process of studying, in industry, the mastering of, and
other fields, new progressive technology, of economy.

3 lectures, attend, to laboratory works and tests, we, well — equipped labs, in.

4 us, of much, computers, of our mental work, relieve, can.

5 within, it, a few years, done, will be.

1.1.9 Translate the sentences

1 ABromaru3aiusi JejaeT BO3MOXKHBIM  IOBBIIICHUE OJaroCOCTOSHUS
YeJIOBEUCCTBA.

2 Ha 3aBo/1ax KOMITBIOTEPBI MOTYT CIZIAHUPOBATH TIPOM3BOJICTBCHHBIH MPOLIECC
JydIlle, 9eM 3TO CACIAeT YeIOBEK.

3 Ha npakTuKe e1ie He IOCTUTHYTa MOJTHAS KOMITBIOTEPH3AIIHs SKOHOMHUKH.

4 KoMmmbplOTep IMOMOXET CIUIAaHMPOBAaTh HCIOJIh30BAaHUE 3eMejb Hambolee
OJIaroMpUATHBIM CIIOCOOOM.

5 BrmageHue WHOCTpaHHBIMH  SI3BIKAMH  Ja€T  BO3MOXKHOCTh  YHTATh
MHOCTPAHHYIO JIUTEPAaTypy MW y3HaTh OOJbIIE O HAyYHBIX M TEXHUYCCKHX
JOCTHKCHHSIX 3arPaHHUIIBI.



1.1.10 You are in the computer room for the first time. Dramatize the
dialogue

Comrade Petrov is a well — qualified specialist in the field of computers. The
first — year students’ ask him questions:

1 What is the general purpose of the memory or storage unit? Thank you.

P. The computers memory stores the numbers to be operated on; it stores
intermediate results that are generated during the course of a computation.

2 What information is stored in the computer memory? Thank you.

P. It stores the final results and the instructions themselves are also stored in
the computer memory.

3 What is the memory access time? Thank you.

P. The time required to transmit one computer word out of the memory to
where it will be used is called the memory access time.

4 What are the latest achievements of modern electronics? Thank you.

P. The latest achievements of modern electronics are increasing of computer
efficiency.

5 What memories are used in microcomputers? Thank you.

P. RAM, ROM and PROM are used in microcomputers.

1.2 Text II “Computing machinery, complexes, systems and networks”
1.2.1 Read the text, translate it

Orenburg State University is the largest higher educational establishment in the
town. Faculties and Institutes of the university train specialists in many fields of
technology. One of them is the faculty of information processing.

It was organized in 1999 on the base of the Institute of Energy and information
processing. The main research trend of the faculty is connected with modern
development in computing technique. Now the faculty comprises several
departments. The largest and leading are the departments of software and hardware.

One of the specialties is CMCSN (computing machinery, complexes, systems
and networks). This course is widely recognized as a valuable qualification for those
wishing to become computer professionals. It aims to provide practical training in
computer skills, enabling you to apply your skills in a commercial environment.
Particular emphasis is placed on the development of computer systems. The course
also concentrates on communication and teamwork, complementing your technical
abilities to ensure your participation at work.

It offers a 5-year course of study where students are provided with a wide
general scientific and general engineering education. The first and second year
students study mathematics, physics, foreign language, (English, German or French),
technical drawing, social sciences, philosophy, computer - processing of information.
The academic program is composed of a varying number of courses or subjects
within a field of specialization. The current curriculum consists of the following
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disciplines: Electronic Circuits, Microprocessor Systems, Modeling of Electronic
Circuits, Information Theory, Programming for Data Processing, Computer Networks
and so on. They take lectures, do laboratory and practical work, do calculations in the
computing center, read special literature. In the process of education students take
hold of experiences of functioning in one of the modern operating systems, methods
of the building of translators, methods of designing, principles of the physical
organization and protection of database, methods of the association computing
machinery in systems and networks. In the third year students combine their studies
with their research work.

As a rule they write their term papers and graduation thesis on the problems of
their research work. After the graduates pass their final exams they get their diplomas
of engineer. System engineer can execute the following types of professional activity:
design, research, production management etc. 'Graduates of this specialty can be
adapted to any activity expecting the use of computer, including pedagogical one in
any educational establishment.

A computer science degree is a wonderful preparation for the future. It will
sharpen your analytical skills as you delve into the structures and forms of software
stretch your creative talents as you design new systems and give you the confidence
to sell your ideas to a waiting world. You will come to understand why systems work
as they do and what you learn will never go out of date for as long as people go on
being people and computers go on being computers. For though fashions in packages
we take for granted today are among the most complex artifacts ever created. To
understand them is to understand humanity at the uttermost exertion of its intellectual
power. Deep down, computer science is about people. Students of our Department of
Computer Science are provided with an educational experience that brings out the
best in everyone. Whether you prefer to focus intently and specialize in a few topics
or develop a more broadly-based perspective, our course structures will adapt year-
by-year to suit you. You may be drawn by the challenge of innovative research. The
Department is active in many areas at the forefront of computing-notable formal
methods, parallel process, artificial intelligence, speech and language processing and
computer graphics.

1.2.2 Read the following phrases after the teacher, learn them by heart

1 the faculty of computing

sciences - akynbpTeT UHPOPMAITMOHHBIX TEXHOJIOTUN
2 higher educational -BYy3

establishment

3 computing technique - BBIUUCIIUTEIbHBIE METOIbI

4 computer software - IporpaMMHOE o0ecredYeHre

5 data processing - 00paboTKa JaHHBIX

6 computer networks - BBIYUCIIATENIbHBIN LEHTP

7 in the original - B OpUTMHAaJe

8 current curriculum - TeKyILMIA y4eOHbIi mi1aH

9 hardware - CTaHJIapTHas cXema, apMaTypa
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1.2.3 Read the following words and learn them by heart

1 faculty - (pakynbTeT

2 to train - TOTOBUTH

3 specialist - CHEIUATUCT

4 technology - TEXHHKA

5 research trend - KCCJIEI0BATENbCKOE HAIMPaBIICHUE
6 maintenance - DKCILTyaTanus

Tparticular - OTpeeICHHBIN

8 branch - OTpacib

9 to sharpen - 320CTPATH, 00OCTPSTH

10 to delve - pBIThCA, KONaThCA (B IOKYMEHTAaX )
11 uttermost - CaMbIi OTJaJICHHBIN, BeTUYAUIITNI
12 artifact - IPEIMET MaTEPUATBLHOMN KyJIbTypPbI
13 exertion - YCHJINE, HAIIPSKEHUE

14 challenge - CJIOXKHag 3aj7a4a, mpoodiema

1.3 Text III “Software for Computing Technique and Automatic Systems”

1.3.1 Find the main sentences in the text and retell the text using these
sentences. While retelling add personal information

Orenburg State University is one of the biggest, one of the most modern higher
educational establishment in Orenburg region. There is a lot of modern technique,
especially in the Internet centre. It consists of several classes with many good
computers. All students can visit the Internet center and do their science work there.
You can get to know a lot of information, concerning your research theme. You can
send e-mail letters to every city, every country of the world and get answers from
there.

Besides there are the Centre of Information Technologies (CIT), the Centre of
Distance Education (CDE) in the Internet Centre of the University. These
organizations create new software for the University, teach people who want to study
sciences by the Internet.

The faculty of Computer Sciences (FCS) of Orenburg State University trains
specialists in the field of electronics and computing technique. One of its departments
is called Software for Computing Technique and Automatic Systems (SCTAS).

This course is for students wishing to become computer professionals. They
learn to write different programs. Each program serves to solve some practical or
theoretical problems. The aim of studying is teaching students to model different
processes and solve problems connected with them. For example, the task is to
calculate the lifting strength of the airflow, blowing to the wings of the airplane. The
program has to take experimental data of the speed and directions of airflow in
different parts of the wings. The result of calculations will be shown on computer
display in readable form. It means it may be represented as the sequence of images
(forming animation) of different graphics and diagrams. To solve the problem we
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need: 1. Mathematical model of the plane being represented in the form of equation
system; 2. The remedies for solving this mathematical system; 3. The remedies for
data representation at the computer display.

To provide step 1 we need to know physics and mathematics which are not
connected with computers. The field of knowledge refers to the subject of the
problem. This step should be produced by engineers in the field of physics. But if
mathematical model is not difficult, the programmer may solve it himself. So
students are to learn such subjects as physics and mathematics.

The next step to be provided is that students have to learn computing
mathematics, discreet mathematics, computer modeling and others.

For solving the third step our curriculum gives us the opportunity to learn such
disciplines as computer graphics, interactive graphics systems.

The first terms of studying will give the students elementary skills of working
with a computer; they’ll get to know computer sciences, programming and what not.

The next term curriculum provides more difficult for understanding disciplines.
They are: Operating Systems, Architecture of Computing Systems and Network,
Software for Computer Networks, Data Bases, Projecting and Creating Data Bases,
Theory of Computing Processes and Structures, Basics of Operating Systems,
Mathematical Methods of Information Protecting. For example, “Organization and
Functioning of Electronic computing Machines” helps to understand every process
inside the computer, besides, it gives the basics of low-level Assembler programming
language. The Operating Systems course gives information about products of
different companies.

Besides professional and special disciplines there are general subjects and
humanities. Nowadays engineer has to be a professional in the field of his
specialization and he must know foreign languages, history, philosophy, economics,
and sociology. And, of course, he has to know mathematics, physics, and information
sciences.

Many students of the specialty will become professionals in their scientific
field after getting the diplomas of engineer. Specialists of SCTAS can work as
programmers in small firms and big companies; also they can read lectures in the
University and be good leaders.

SCTAS as the specialty gives you great perspectives for the future.

1.3.2 Read the following phrases, learn them by heart

Internet centre

get to know

Centre of Distance Education (CDE)

The faculty of Computer Sciences (FCS)

Software for Computing Technique and Automatic Systems (SCTAS)
experimental data

equation system

and what not

great perspectives for the future
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interactive graphics systems

readable form

Architecture of Computing Systems and Network
curriculum

elementary skills

1.3.3 Speak about your specialty using the words below

educational establishment; to train hardware engineers, software engineers;
new progressive technology in industry and economy; the latest scientific and
technical achievement abroad; to combine their studies with their research work; high
— qualified teachers; to employ in practice the knowledge.

1.4 Text IV “Civil Engineering “

1.4.1 Find the equivalents

to train COTJIACHO

a degree MoJIy4aTh

to gain y4CeOHBIN I1aH
an opportunity T'OTOBUTH

an establishment KypcoBas paboTa
according to UMETh B PACHIOPSKECHUU
a graduate YUpEKICHUE

to have at one's disposal CTEIICHb

course paper BO3MOXHOCTb
academic plan BBIITYCKHHUK
1.4.2 Find the synonyms

well-prepared;

institution;

to be connected with;

diploma paper;

to be supplied with;

possibility;

to obtain (to get);
to get knowledge;
to be in need.

1.4.3 Read and translate the text

I am a second year student of the Civil Engineering Faculty of the Orenburg
State University. It is one of the largest higher educational establishments in our
town. The Civil Engineering Faculty was founded in 1970. It trains civil engineers in
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the following specialties: "Industrial and Public Construction", "Manufacture of the
Building Structures", "Architects", "Designers", "Automobile Roads", "City-
Construction and Economy".

During the years of activity the faculty has trained many highly-qualified
engineers. Such specialists are in great demand nowadays.

There are the day-time, the evening-time and extra-mural departments. Those
who combine studies with their work are trained at the evening-time and extra-mural
departments.

The whole process of studying deals with mastering new construction methods
and progressive technology of production of building structures and materials.

The junior students are taught mathematics, physics, a foreign language
(English/German/French), chemistry, philosophy, computer processing of
information. We attend lectures, do laboratory work and tests. We have quite a
number of well-equipped laboratories at our disposal. Mastering one of the foreign
languages enables us to read foreign literature and learn about the latest scientific and
technical achievements abroad.

The senior students study special engineering subjects such as Strength of
Materials, Theoretical Mechanics, Building Materials, Geodesy, Architecture, etc.

The fourth-year students combine their studies with their research work. We
write course papers and graduation thesis on the scientific problems of our research
work. Many highly - qualified teachers work at the departments of our faculty, some
of them have candidate's degrees and scientific ranks, summer the students of our
faculty, besides vacation, have their practical hours in order to have a clear idea of
what our specialty means. According to the academic plan the fifth - year students are
sent to work at different plants and construction sites, where they learn to employ in
practice the knowledge they gained at the University.

During practice the students master the job of a civil engineer and at the same
time collect materials for their diploma papers.

The final and most important period in students’ life is the defense of the
graduation work in the presence of the State Examining Board. All the graduates get
work according to their specialty.

We shall work at building material factories, on construction sites, at design
and research institutions and laboratories. Besides, we are provided with everything
necessary for a scientific career entering a post-graduate course. In a word we have a
wide range of job opportunities.

1.4.4 Answer the questions, using the words

I suppose... I believe...
I think... As arule...
It seems to me... Usually...
As far as [ know (remember)... Besides...

1 What University do you study at ?
2 What faculty do you belong to ?
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3 When was it founded?

4 Are you a second-year student?

5 What specialists does the Civil Engineering Faculty train?

6 Why do you want to become a civil engineer?

7 What subjects is the academic program composed of?

8 Why do our students study foreign languages?

9 What does the course of studies end with?

10 What problems do the students deal with in their course papers and

graduation theses?

work.

11 Where do our graduates work?
12 In what way can graduates continue their study?

1.4.5 Inserts the prepositions (with, at, in, on)

1 The process of studying deals ......... mastering new construction methods.

2 Such specialists are......... great demand now.

3 We have quite a number......... well-equipped laboratories......... our disposal.
4 We write graduation theses ......... die scientific problems of our research

5 We are provided......... everything necessary for a scientific career.
1.4.6 Make up the sentences

1 their specialty, get work, all the graduates, according to;

2 a wide range of, we, job opportunities, have;

3 our faculty, work, at the department of, highly-qualified teachers, many;

4 is, in our town, it, higher educational establishments, one of the largest;

5 their studies, students, their research work, the fourth-year, with,-combine.

1.4.7 Find the equivalents in the text

1 mpotiecc 00yueHus;

2 TEXHOJIOTHS TPOU3BO/ICTBA;

3 BTOPOKYPCHHK;

4 nuruioMHas pabora;

5 undopmatuka;

6 BY3;

7 HOBEWILINE HayYHbIE TOCTHKECHUS,
8 BHICOKOKBAJIM(PUIIMPOBAHHBIE MPEIIOABATEIIN;
9 B Halllem pacHopsKEHUY,

10 crpouTtenbHas mIOMIAAKA;

11 y4yenas creness.
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1.4.8 Fill in the gaps with the words below

1 We write ...... and graduation theses on the scientific problems of our......
work.

2 In summer the students of out faculty, besides ......... , have their practical
hours.

3 We have quite a number of........ laboratories at our disposal.

4 The whole process of studying......... with mastering new ......... methods.

5 The final and most important period in students' life is ...... of graduation
work.

6 During the years of......... the faculty has trained many highly qualified
engineers.

Words: construction; activity; research; deals; vacation; course papers; well-
equipped; defense.

1.4.9 Ask your groupmate

-if he is a second-year student;

-if there are the day-time, evening-time and extra-mural departments;

-if the fourth-year students combine their studies with their research work;

-if during practice the students master the job of a civil engineer;

-if those who combine studies with their work are trained at the evening-time
department.

1.4.10 Speak about your specialty

a second-year student; to be founded; to train engineers; departments; new
construction methods; to be taught; to master foreign language; graduation thesis;
according to the academic plan; job opportunities.

2 Section II IT Abroad

2.1 Read some translation rules and use the information in your work

2.1.1 CuHTaKkcn4yecKue TPYAHOCTH NPH MepeBoae

Jljig TOro 4ToObl HAyYUTHCS TPAMOTHO MEPEBOJIUTh, HEOOXOAUMO UMETh HE
TOJIBKO OOIIYI0 $I3bIKOBYIO IOATOTOBKY, HO U OBJIaJeTh OCHOBaMHU IepeBoja. B
OCHOBE IPAaBWIBHOTO IIEPEBOJA JIEKUT NPUHLMII AJEKBATHOCTH - COOTBETCTBHS
TEKCTa NIEPEBOJIAa TEKCTY OPUTIMHANa, T.€. TOYHAs Mepenada CoaepKaHusl aHTJIMHCKOT0o
TEKCTa Ha PYCCKUM S3BIK C MAaKCHMAJIbHBIM COXPAaHEHUEM CTHJIMCTUYECKHUX
0cOOeHHOCTE opuruHana. PaccMOTpUM HEKOTOpbIE CHUHTaKCUYECKHE TPYAHOCTU
epeBoa.
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2.1.2 Tunsl npeaioKeHUd B AHIIMHCKOM SI3bIKe

B aHrnuickoM s3bIKe NPUHATO Pa3jdyarh 10 COCTABY IISITh OCHOBHBIX THUIIOB
IIPEIJI0KECHUN:

1 [Momnexaiee - ckazyemoe (-00CTOSITETLCTRO).
Henry bowed. I'enpu moxioHuscs.

A vase fell off the shelf. Baza ynana ¢ monkwu.

Help will arrive soon. [Tomoris ckopo OyaeT okazaHa.

2 Tlognesxaiiee - ckazyeMoe - MpsIMOe JOTIOTHEHHE.
A boy threw a snowball. Manpuuiika KUHYJ CHEXOK.

3 Iloanexaniee - CKazyemMoe - KOCBEHHOE JIOTOJHEHUE.
I told him the truth. S ckazan emy npaBny.
She gives me a pain. OHa npuYUHSAET MHE OOJIb.

4 Tlognexaiiee - raaroji-cBsi3Ka - MPeANKaTUBHBIN YJICH.
The snow was dirty. CHer ObUI Ips3HBIM.
James became a citizen. [[)xeliMc cTa rpak IaHUHOM.

5 Tlomnmexamiee - CcKazyemMoe - TMpsSMOE JIOMOJHEHHE - OOBEKTHO-
MPEIUKATUBHBIN YJICH.
He dyed his mustache red. On nmokpacui ycbl B ppIXKHUil IIBET.

CyIiecTByOMMe B aHTJIMMCKOM SI3BIKE THUITBI MPEUIOKEHUN C TOYKH 3PCHUS
CTPYKTYpPhl MOXHO YCJIOBHO pa3[eiUuTh Ha JBa TOATHIIA - OCHOBHBIE W
BTOpOCTerneHHbIe. K OCHOBHBIM OTHOCSATCS TTOJTHBIC TIPEAJIOKCHUS.

Sam laughed. Cam paccmesiics.

It is not easy to learn a foreign language quickly, especially one as difficult as
Russian.

BBICTpO BBIyYHTH WHOCTpPAHHBINA SI3BIK HEJIETKO, OCOOEHHO TaKOW TpYIHBIH,
KaKHUM SIBIIICTCSI PYCCKUH SI3BIK.

K BTOpOCTENnEHHBIM OTHOCSATCS, TJIABHBIM 00pa30M, HEIOJIHBIC MPEIOKCHHUS,
BCTPEYAOIINECs, KaK MPABUJIO, B YCTHOM peyu, HAPUMeED:

The more, the merrier. On your way, please. What a stupid thing for him to do!

2.1.3 Kommnpeccusi

CyTh mpuemMa cOCTOMT B 0Oojiee KOMITAKTHOM H3JIO)KCHHH MBICIIA OJTHOTO
SI3bIKa CPEJCTBAMHU JAPYroro S3bIKa 3a CUET HCIOJb30BAaHUS CEMAHTUYECKH Ooliee
€MKUX eIuHuIl. B nuteparype mo BOIpocaMm IMepeBojia CYIIECTBYET IOHATHE
"kommpeccusi Tekcra", kotopoe A.J[. IlIBeiiiep ompenenun kak mpeoOpasoBaHuUe
UCXOJIHOTO TEKCTa C LEJbI0 MpUIaTh eMy Oosee cxaryro ¢popmy. Kommnpeccus tekcra
JIOCTUTAETCS TIyTEM OMYIIEHUS] U30BITOYHBIX 3JIEMEHTOB BBICKA3bIBAHMSI, SJIEMEHTOB,
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BOCIIOJIHUMBIX M3 KOHTEKCTAa MW BHEA3BIKOBOM CHTyallMM, a TaKXKe IIyTEM
UCIIOJI30BaHUS 00J1€€ KOMIIAKTHBIX KOHCTPYKIIHM.

To strike gold —HanacTpe Ha 30JI0TyO0 KHUITY;
Stigma-kieiiMo no3opa;

To toil- TsIHYTH TAMKY;

Round trip — mpoe3n Tyaa u oGpaTHO.

2.1.4 O0beuHeHNe U pa3/ieieHue MPeJI0KeHU KaK pueMbl IepeBoaa

OObeauHEeHNE NPEUIOKEHUNH MPUMEHSETCS MpU OOy4YeHHH INepeBOAy Ha
POJIHOM S3BIK, paBHO KaK U OOpaTHBIM NpHUEM - pa3elieHUE CIOXKHOTO MPETOKECHHUS
(u3-3a TPyAHOCTEW BOCHPHSTHS WM TPOMO3JKOCTH KOHCTPYKUMH) Ha JBa WU TpU
0onee mpocTbix. OObEIMHEHNE NIBYX MPEMJIOKEHUI B OJHO HE TOJIBKO MO3BOJISIET
COKPAaTHUTh TEKCT, HO U 3HAYUTEIBHO O0JIEr4aeT camo €ro BOCIPUSTHE.

Bipartisan selection of poll watchers and their right to challenge voters
and their votes are designed to prevent ballot-box stuffing.

UMHOBHUKHM, Cieadllue 3a MpoLeaypod BbIOOpOB, M30MparoTCs Ha
IABYXIApTUHHON ocHOBe. OHM MOTYT NPOBEPATH MpaBa U3duparenell Ha ydacTue B
rOJI0COBAaHUM U UHCIIEKTUPOBATh U30UpaTesibHbIe OIOJUIETEHU C LIEJIbI0 HEJOMYIIEHUS
MOILIEHHUYECTBA.

2.1.5 Ucnosib30BaHuEe HHBEPCUH

SIBneHne uneepcuu NpeNNoIaraeT pacloIoKEHUE CI0B B 00OpaTHOM HOPSAIKE
[0 OTHOLLEHUIO K UX 0OBIYHOMY pacmnojiokeHuro. IHBepcHsl, B OTIMYUE OT NPSAMOIO
NOPSIAKA CJIOB B AHIJIMMCKOM IIPEUIOKEHHMH, 3aKII0YAeTCs B MOCTAHOBKE TIJIaroyia u
JOPYTUX 3JIEMEHTOB MPEIJIOKEHUS NIEPE MOUIEKAIINM, YTO, KOHEYHO, IIPUBJIEKAET K
TUM D3JEMEHTaM 0c0o00€ BHHMMAHHUE 4YMTATENsl, NMPUAAECT CTWIIO OOpa3HOCTh W
OMOLIMOHAIIBHYIO YKCIIPECCUBHOCTb.

Foreign borrowers find restrictions in their path only in the United
Kingdom.

It is only in the United Kingdom that foreign borrowers find restrictions in
their path.

B nepBoM npenniokeHun nmpocras KoHcraranus gakra. Bropoe npemnoxenue
HaMHOT0 ’MoImoHanbHee. CenoBaTebHO, U B TIEPEBOC JOJDKHBI OBITh OTPaKCHBI
00a 3TH MOMEHTA.

NHocTpaHHble 3aeMIIMKH BCTPEYalOT OrpaHMYeHHMsl HA CBOEeM IYTH
monwvko 6 Coeounennom Koponeecmae.

Toavko 6 Coedunennom Koponeecmee BCTpe4awT Ha CBOeM MYTH
OrpaHMYeHHUs] HHOCTPAHHbIE 3aeMITUKH.
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KoHcrpykuust it is ... that TO3BOJSIET BBIIEIUTH JIOOOW H3 UJIECHOB
IPEII0KEHHUS.

Hapyienue 0ObIYHOTO ClIeJOBaHUS CJIOB M CIIOBOCOYETAHUN B MPEIOKEHUN
IPUBOAUT K BBIJCICHUIO ''TIEPECTABICHHOrO" JJIEMEHTa IMpejIoKeHUs. B sTtom
Clly4ya€ MOXHO TOBOpUTH 00 0co0OM, A00aBOYHOM 3HAUYEHHUH, NPHOOpPETaeMOM
npennoxenueMm. Jlioboe u3MeHeHUE CTPOrOro IMOpsiAKa CJIOB, IPUCYIIETO
AHTJIMACKOMY $I3BIKY, IPUIAET BHICKA3bIBAHUIO OOJIBIIIYIO BHIPA3UTEIBLHOCTD.

1 Ilopsimok ClOB M3MEHSIETCS B psAJie OTPULATEIbHBIX KOHCTPYKIMHM, KOrja
OTPULIAHUE BBIHOCUTCS HA IEPBOE MECTO B MIPEMJIOKEHUH.

a) Neither ... nor Hu...Hu, B TOM Cjyd4ae, Korga nor  BBOJHT
CaMOCTOATENIbHOE MPEJIJIOKEHHUE.

These measures will affect neither the country’s competitive advantage in
foreign trade, nor will they restrain the domestic expenditure.

OTU Mepbl HE TOJBKO HE CKAXYTCS Ha KOHKYPEHTOCIMOCOOHOCTH CTpPaHBI B
00J1aCTH BHEUIHEN TOPIrOBIIM, HO U HE TIOMOI'YT OTPAHUYUTh BHYTPEHHUE PACXO/bI.

0) No + cpaBHUTENbHAs CTENEHb MPUIIATATEIBHOIO, B TOM Clly4ae, Korja
3TO KOHCTPYKLHUS CTOUT B Ha4aJle MPEAJIOKEHUS.

No longer is it a question of increasing the supply of raw materials.

He siBnsiercs 310 00sbllie U BOIIPOCOM YBEIMYEHHUSI ITOCTABOK CHIPhSI.

2 OOparHbIi MOPSIOK CIOB HAOMIOAACTCS U B dM(PATUUYECKON KOHCTPYKIIUU
just as ... SO... HACMOILKO ...HACKOILKO ...

Just as the balance of international payments of the US is in many
respects unique, so as the measures the President has just proposed to correct
the deficit on these accounts.

Hackosibko €IMHCTBEHHBIM B CBOEM pOJE SBISIETCS IUIATEXKHbIN OalaHC
CIIIA, HacTOABKO yHUKAJIBHBI U MEPBI, TOJBKO YTO MpejioxkeHHble [Ipesunentom
I TUKBUJAIMH Je(UIIUTA 110 ITUM CUETAM.

3 HMHorga Ha mnepBO€ MECTO BBIHOCHUTCA YacTh CKa3yemoro (mpuyacTue
OpOLIEANIEr0 BPEMEHM MaccuBa JMOO HMMEHHAas 4YacTb COCTABHOIO KMEHHOIO
CKa3yeMoro).

Sterling developed as a reserve currency because it was managed against
the background of the U.K.'s early industrial strength, allied to this was the
possibility afforded to the territories of the former British Empire of raising
capital in the London capital market on favorable terms.

®OyHT pa3BUBaJICS KaK pe3epBHas BAJIOTA, IOCKOJIbKY 3TOMY CIOCOOCTBOBAIO
paHHee pPa3BUTUE MPOMBIIUICHHOW MOIIM AHIJIMH; 3TOMY CIIOCOOCTBOBAIA TaKXkKe
BO3MOKHOCTb JJIsi TEPPUTOPUM, BXOJUBLIMX B OBbIBUIYIO BpHUTaHCKYyI0 HMIEpHIo,
[0JIy4aTh KallUTaJbl HA BBITOJAHBIX YCIOBUAX Ha JIOHJOHCKOM pBIHKE KalUTalIa.

4 BpiHeceHHMe Mpejiora Ha MNepBOE€ MECTO B NPEIJIOKEHUH TAK)KE BbI3BIBACT
U3MEHEHHE MOPSIKA CIOB.

In come the information, out flows the ideas.

Nudopmanus nocTynarT Y€JI0BEKY, a OH BbIAAET UJIEH.

5 Ilopsaok clioB U3MEHSIETCSl B MPEAJIOKEHUSIX, TJI€ HAa EPBOM MECTE CTOUT
only.

Only then could really free man be developed.
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Tonpko B 3TOM ciydyae MOXKET pPa3BUBATHCS ACHCTBUTENBHO CBOOOIHBIN
YEJIO0BEK.

2.1.6 O01as nepecTpoiKa CTPYKTYPhI NPe10KEHU

Paznuunoro pona mnepecmpoitku npeonoscenus TPeOYIOT TOCTOSHHOTO
ydyeTa OCOOEHHOCTEW CTPYKTYphl aHIJIMiCKoro mnpemioxeHus. Hampumep, B
AHTJIMACKOM MPEMJIOKEHUH OOCTOSITeNbCTBA (IO CPABHEHMIO C JPYTUMHU YJIEHAMU
NPENJIOKEeHHs]) BeCbMa TMOJBUKHBI, U TEPEBOAYMK MOXKET M Jaxe JIOJDKEH
UCII0JI30BaTh 3Ty 3aKOHOMEPHOCTb. CocraBurenn aHIJI0-PYCCKOTO
dpazeonoruueckoro cioaps A.B. Kynun u ero coaBtop mo pabore HO.M. Karmep
YKa3bIBaIOT, YTO B PYCCKOM SI3BbIKE JOIYCTUMO HAJIMYKE B HA4AJIE IPEIJIOKEHUS psaa
Pa3HOPOAHBIX 0OCTOSTENHCTB, @ B AHTJIMICKOM 3TO UCKITIOYEHO.

[lepecTpoiika NpenIoKEeHUs IPU NEPEBOJE BBI3BIBAETCS TAKXKE TEM, YTO B
AHTJIMKACKOM S3bIKE_00JIee MMPOKO YIOTPEOIIseTCs CTpaaaTesIbHbIN 3aJ0T.

He is considered to be a good inspector.

Ero cuutaroT XOpoluM HHCIIEKTOPOM.

K maccuBy Hepeako mpuOeraroT mpu mnepeBoje OE3MMYHBIX KOHCTPYKLHH ¢
HapeUUsIMH TUIIA MONHCHO, Helb35, HAOO U M.O.

Putting things off till tomorrow can no longer be tolerated.

Henvsza omknaovieams BakHBIE Jiea HA 3aBTpa.

2.2 Text I “Great Britain: Geography. Economy. Industry”
2.2.1 Check up your pronunciation

shallow, generally, temperate, frequent changes, commerce, chiefly, textile,
nevertheless, percent, export, modernizing existing, efficient.

2.2.2 Form the new words (- ion, - ation, - en, - ally, - ive, - ition, - re, - is +
ing, - im, - ment)

Distribute, occupy, wool, practice, product, add, organize, modern, possible,
equip.

2.2.3 Learn the new words

1 subject to — momexamuii yemy — 100, UMEIOIINUNA CHITy B CIydae 4ero —
a100; IPU YCIOBUU BBITIOIHEHHUS YETO — JIN00;

2 to provide — 311. SIBJISITBCS;

3 finishing grounds — paiions! peIOHOI1 TOBNIH;

4 engineering — MallMHOCTPOEHUE;

5 to scrap — caaBaTh B METAJLIOJIOM;

6 shrinkage — cokpailienue, yMEeHbIICHHE;

7 twice as much — BaBoe 00JbIIIE;

20



8 to owe to somebody for something — ObITh 00s13aHHBIM KOMY — JTHOO;
9 to account for — npuxoaUTHCS;

10 latitude- mupora;

11 arable- maxoTHBI;

12 pasture- nacrouiie;

13 meadow- nyr;

14 hedge- uzroponp;

15 rainfall- ocanku;

16 to ensure-o0ecrieyuBaTh, rapaHTUPOBATH;

17 extractive industry- 700ObIBaroIas MPOMBIIIUIEHHOCTb;
18 manufacturing industry- o6pabaTsiBatoiias IpOMBIIIICHHOCTb;
19 by-products- moGo4HbBIE TPOTYKTHI;

20a host of- MHOXECTBO;

21 tank- eMKocCTb, pe3epByap;

22 tin-plat- Oemnast >kecTb;

23 corrugated- pudensiid, roQppUpOBaHHBII;

24 tinned (Am. canned.) fruit- ppyKkTOBBIE KOHCEPBBHI;
25tin (Am. can)- KOHCepBHas 0aHKa;

26 shipbuilding- cymocTpoenue;

27 to scrap- ciaBaTh B METAJIONIOM;

28 scrap- METaI0JIoOM;

29 shrinkage- cokpaiiienue, yMeHbIIICHHE;

2.2.4 Translation Notes

1 The climate is subject to frequent changes. Knumar moaBepskeH yacTbiM
nepeMeHam.

Subject to  noonexcawuii wemy-160, umMerOWUL CULY TUUWDb 8 CyUde Ye2o-
JUO0,; NOOBEPIHCEHHBLU YeMY-TUDO; NPU YCI08UU BLINOJIHEHUS 4e20-TUbo.

Importation of the goods subject to the prohibitive tariff-BBo3 TOBapa,
MOJJIeKAIEr0 00J0KEHUIO 3alPETUTEbHON MOUUTUHOMN

Payment is subject to Clause 3 of the Contract. [lnaTex mpou3BoaUTHCS Ha
YCIIOBUSX, U3JI0KEHHBIX B IYHKTE 3 KOHTPaKTa.

The discount is subject to ordering more than 10 machine-tools. Ckuaka
PEAOCTABISAETCS IMPU YCIOBUHU, 9TO OyIeT 3aKa3aHo 10 CTaHKOB.

2 ...there is perhaps no British industry that owes more to the foreigner for its
development ...moxxamnyii, B AHIJIMM HET TaKOW OTPACIIA MPOMBIILIEHHOCTH, KOTOpas
CBOMM pa3BuUTHEM Obla Obl 00si3aHa APYrHMM CTpaHaM B OOJbBIIEH CTENEHU, YeM
IIePCTSIHAS.

IIpu nepeBose aHrnuiickol KOHCTpyKUHH to owe to somebody for something
HEOOXOIMMO W3MEHHTH MOPSIAOK CIIOB. AHAJIOTHYHO TEPEBOJUTCS KOHCTPYKIUS toO
depend on somebody for something 3asucems 6 uem-1ubo om koco-1ubo.

Great Britain depends on imports for her foodstuffs.B otHOmenun
IPOJIOBOJILCTBEHHBIX TOBAPOB AHIJIHS HAXOAUTCS B 3aBUCUMOCTH OT UMIIOPTA.
3 twice as much gdeoe 6onbuie.
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4 CymectButenbHoe plant umeer nBe rpammaruyeckue Gpopmbl. B 3HaueHumn
3a600 3TO — HCUUCISIEMOE CYLLECTBUTEIBHOE.

A new steel plant will be built in this area.

New steel plants will be built in this area.

Kak Heucuucnsemoe oHO uMeeT cooupaTesibHOE 3HaUYeHUE 0b6opydosanue (CM.
TEKCT).

Only about a third of the gross fixed capital formation...is for plant and
machinery.Tonpko TpeTh MpUPOCTa OCHOBHBIX CPEICTB...HJIET HA 00OpYJOBaHUE U
cTraHku. [1]

2.2.5 Translate into Russian orally

1 The manufacturing industry accounted for 56 per cent of the country’s
exports.

2 Coal is mined in the eastern part of the country.

3 The iron and steel industry produces a host of useful by-products.

4 Tin-plate is an important export item.

5 Plant and machinery account for 67 per cent of the engineering industry’s
exports.

6 The factory depends on automation for increasing productivity.

7 The quality of the goods was excellent whether produced for export or for
domestic use.

8 The port of Antwerp which in the past already owed its prosperity to its
location with regard to commercial shipments in the North Sea is today situated on
the busiest trade route in the world.

9 The investments in plant and machinery amounted to about $ 3.000.

10 In order to start using more productive methods we have to invest capital in
computerizing of plant and machinery.

2.2.6 Translate the sentences

1 The climate is subject to frequent changes.

2... since they account for almost to percent of Britain’s exports ...

3... there is perhaps no British industry that owes more to the foreigner for its
development ...

4... they export twice as much cotton goods ...

5... much of the plant and machinery was out of date.

2.2.7 Read the text and translate it

The British Isles form a group lying off the north — west coast of Europe with a
total area of about 121,600 square miles. The seas surrounding the British Isles are
everywhere shallow. These shallow waters are important because they provide
excellent fishing grounds as well as breeding grounds for the fish.
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Britain has a generally mild and temperate climate. It lies in middle latitudes to
the north-west of the great continental land mass of Eurasia. The climate is subject to
frequent changes but too few extremes of temperature.

Most of Britain is agricultural land of which about a third is arable and the rest
pasture and meadow. Farming land is divided into fields by hedges, stone walls or
wire fences and, especially in the mixed farms which cover most of the country,
presents a pattern of contrasting color. The cool temperate climate of Britain and the
even distribution of rainfall ensure a long growing season.

According to the Ministry of Labor there are 17000 different occupations in
Great Britain, but they fall into three main classes. First, there is industry, i.e. the
work of turning raw materials into finished goods. Secondly, there is commerce, i.e.
the distribution of goods, there transport and all the financial operations connected
with them. Thirdly, there are direct services to the community, the work of, for
example, the teacher, the doctor or the actor.

Industrial work is of two types: first, the extractive industries, i.e. the industries
which are concerned with the getting of wealth from the land or sea, e.g. agriculture,
fishing, mining; and secondly, the manufacturing industries whose work it is to
change the gifts of nature into the forms the people require, e. g. the engineering and
textile industries, or the constructive industries which take the finished products of
the manufacturers to build them into something else.

When one speaks of the industries of Britain, it is chiefly the ‘heavy industries’
or the textile industries that one has in mind.

About 3-5 per cent of the coal produced in Britain is exported, chiefly from
Newecastle, Hull, Cardiff, Liverpool and Glasgow. About one quarter of the coal is
coked for smelting iron or for producing coal gas, and from the by-products of this
process are manufactured a whole host of things, ranging from explosives to dyes,
from fertilizers to aspirins, from saccharine to plastics.

Within recent years the motor — engineering industry has become one of the
most important in Britain. It is located in the Birmingham area, the Greater London
area, the Oxford area and the Luton area.

Though the textile industries of Britain are not so fundamental as coal or iron,
they employ nearly a million people and, since they account for almost 10 per sent of
Britain’s exports, they are among the ones best known abroad.

Few British industries have so long a history or have done so much to forward
Britain’s commercial prosperity as the woolen industry, and there is perhaps no
British industry that owes more to the foreigner for its development.

Bradford of Yorkshire holds pride of place in almost every branch of the trade
whether for the manufacture of woolen or mohair goods.

Liverpool and Manchester import practically all the raw cotton used in the
industry and they export twice as much cotton goods as all the other ports of Britain
put together.

But much of the plant and machinery was out of date. A thorough
reorganization was needed.
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The Government offered to pay compensation to the firms affected and to
make a grant of one quarter forwards the cost of modernizing existing, and of putting
in new equipment.

In order to start using more productive methods they had to invest capital in
computerizing of plants. These measures, it is hoped, will result in a more efficient
and competitive industry. In order to start using more productive methods they have
to invest capital in computerizing of plant and machinery. [1]

2.2.8 Ask questions on the text
2.2.9 Read the text once more. What questions can you answer?

2.2.10 Find sentences with the Gerund and the Participle. Translate them,
define their functions

2.2.11 Speak
1 about British industry;

2 about problems with plant and machinery;
3 about Government’s measures to make industry more efficient.

2.2.12 Fill in the blanks (to automate, transforming, transaction, to
change, Internet communications)

1 The opening the online auto marketplace will allow suppliers and buyers
...... routine transactions and simplify the bidding process for everything.

2 The Internet is ......... every piece of the Ford Company and the car
industry.

3 The company could become a profit maker since it will collect a fee or
commission for every ......... that takes place over the network.

4 E — commerce is going .......... the way businesses interact with each other.

5 By using the speed of ......... and the power of large computerized databases

to handle global sales and purchasing, the companies hope to control costs.

2.2.13 Make up the possible expressions using adjectives and nouns

A B

fishing methods
frequent industry
textile prosperity
commercial grounds
different occupations
productive changes
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2.3 Text II “Lift the Congressional Quota on High-Skilled Workers” by
Daniel T. Griswold (a director of the Center for Trade Policy Studies at the Cato
Institute. March 27, 1998)

2.3.1 Read the text

America's information technology companies are starved for high-skilled
workers. The shortage was created by an arbitrary quota on immigrants set before the
World Wide Web and 486 PCs even existed. In 1990 Congress capped the annual
number of H-1B visas set aside for high-skilled immigrant workers at 65,000. This
year, because of booming demand for workers in America's high-technology sector,
the quota is expected to be filled by June, making an already tight labor market even
tighter. Failure to lift the cap soon will disrupt production and dull the competitive
edge of America's most dynamic companies.

There's plenty of evidence of a shortage. A study by Virginia Polytechnic
Institute estimates that more than 340,000 information technology jobs are currently
unfilled. Wages in a number of high-skilled occupations such as systems analysts and
software programmers have been rising at double-digit rates, a sure signal that
demand is outstripping supply. The unemployment rate among electrical engineers
nationwide today is 0.4 percent.

The problem will only get worse. The U.S. Department of Labor predicts
130,000 new information technology jobs each year for the next decade. Yet
American colleges are producing only 25,000 graduates in computer science a year,
40 percent fewer than in the 1980s, and only 20,000 electrical engineering graduates,
one-third fewer than a decade ago. Although many high-tech jobs do not require such
degrees, the decline in computer and engineering degrees can only aggravate
whatever shortage exists.

A lack of qualified workers is forcing U.S. companies to postpone new
research projects. Two-thirds of information technology companies surveyed recently
said the shortage of high-skilled workers is a barrier to their future growth. Cyprus
Semiconductor of California counts 16 projects on hold because of a shortage of
engineers. With product cycles of one year or less, every postponed project means
lost sales, lost profits and fewer jobs created to support research and development.

The answer is simple: Lift the cap on high-skilled immigrants. Allow U.S.
companies to hire the workers they need to get the job done, whatever the workers'
national origin.

Immigrants already play a vital role in America's high-technology economy.
While immigrants are less than 10 percent of the U.S. population, they comprise 30
percent of research and development scientists and engineers with Ph.D.s. More than
one-third of the engineers in Silicon Valley are foreign born.

Andrew Grove, the founder and CEO of Intel, the world's largest
semiconductor maker, immigrated to the United States from Hungary. James Goslin,
a Canadian national, developed for Sun Microsystems the Java programming
language, which is now used by 400,000 programmers worldwide. Why deprive
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ourselves of the present and future benefits of immigration when the past benefits are
so obvious?

The anti-immigrant lobby has attacked a bill by Sen. Spencer Abraham (R-
Mich.) that would raise the H-1B cap to 90,000, calling it a "sweatshop" bill for high-
technology workers. The charge is just plain silly. High-technology jobs are among
the most rewarding in the country. Salaries in Silicon Valley average $42,000 a year,
among the highest in the country. The only sweating those workers do is during lunch
hour in the company gym.

High-skilled immigrants do not undercut the wages or job opportunities of
native American workers. Indeed, according to data from the National Academy of
Sciences and the National Science Foundation, foreign-born engineers and scientists
typically earn slightly more than their native-born counterparts with the same
academic credentials and experience. Immigrants also bring specialized language
skills to industries such as software, where a growing percentage of sales for U.S.
companies are in non-English-speaking markets. By enhancing the innovation,
growth and competitiveness of American high-tech companies, immigrants create job
opportunities for natives--along with better and more affordable products for
consumers.

So why don't American companies train natives to fill the open positions?
America's high-tech industry already spends more than $200 billion a year on formal
and informal job training. Companies that need workers today can't wait indefinitely
for the public school monopoly to improving its teaching of math and science.

Companies pay a $10,000 to $15,000 premium to cover the relocation and visa
application costs of a skilled immigrant under the H-1B program, with no savings in
labor costs. If U.S. companies could meet their personnel needs by hiring only
natives, they probably would. But there are simply not enough qualified native
workers to meet demand. In the end, the only proof of a worker shortage that matters
is the fact that companies want to hire workers but are being prevented from doing so
by a government restriction.

The absurdly low H-1B cap is nothing more than a form of centralized
industrial policy. It represents an attempt by Congress to micromanage the nation's
most dynamic and innovative industry by dictating the composition of its most
important resource, human capital. Congress should lift the H-1B cap so that
America's high-technology companies can continue to create wealth for all of us in a
competitive and open market. This article originally appeared in the Journal of
Commerce.[2]

2.3.2 Answer the questions

1 The article was written ten years ago. Is it true nowadays that America's
information technology companies are starved for high-skilled workers?

2 What was the annual number of high-skilled immigrant workers in 1990?

3 What is a lack of qualified workers forcing U.S. companies to?

4 Where are the highest salaries in the country? How much is it?
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5 How much does America's high-tech industry spend a year on formal and
informal job training?

6 What do immigrants bring to industries such as software, where a growing
percentage of sales for U.S. companies are in non-English-speaking markets?

2.3.3 Find recent information on the problem of high-skilled immigrant
workers in the USA in the Internet

2.3.4 Speak on the problem adding chosen facts

2.3.5 Comment the quotation by Bill Gates at Testimony before the
Committee on Science and Technology, US House of Representatives, March 12,
2008

"If we increase the number of H-1B visas that are available to U.S. companies,
employment of U.S. nationals would likely grow as well. For instance, Microsoft has
found that for every H-1B hire we make, we add on average four additional
employees to support them in various capacities." [2]

2.4 Text III “Open the gates wide to high-skill immigrants”
2.4.1 Read the text

As the amazing expansion of the 1990s roars along, labor market conditions
continue to tighten throughout the country. The unemployment rate has been below 4,
5 % since November of last year, and nearly one-half of all Americans live in areas
with unemployment rates below 4 %. Limits on labor supply are now impeding
employment and output growth in an increasing number of sectors and regions.

Nowhere have market conditions been tighter than in the information-
technology sector. Since 1993, this sector has added more than 1 million net new jobs
with wages that are on average about three —quarters higher than the rest of the
economy. The unemployment rates for information —technology workers, including
electrical engineers, computer scientists, and programmers, are below 2 %, forcing
regional employers to mount national searches to fill open positions.

In part, the strong demand to information — technology workers reflects the
economy’s overall strength. Efforts to head off Y2K problems have also intensified
the search for such workers this year. But it’s a mistake to conclude that the increase
in demand for computer scientists, system analysts, and computer programmers is
temporary. Spending on information technologies has risen steadily since 1992 and
now accounts for more then half of total business spending on producer — durable
equipment.

According to a recent commerce Dept. report, the nation will require at
least 1.3 million new information-technology workers over the next decade to
create a new system, more will be needed to operate them.
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Big jump. As a result of the intense scramble to hire information-technology
workers, the number of special visas for skilled foreign workers available for this
year has already been used up. The Clinton Administration initially opposed an
increase in the number of these visas because of concerns about possible negative
effects on American workers through immigration.

But a recent study indicates that immigration of information-technology
workers has a positive economic impact. A detailed analysis of Silicon Valley’s
experience over the past 20 years, demonstrates that such immigrants have been a
major source of new job and wealth creation, bringing skills, creativity, capital, and
links with global markets to the region.

Today immigrants account for at least one-third of the scientific and
engineering work-force in the Valley and occupy senior executive positions in at least
one-quarter of its new technology companies. Many have advanced degrees in
computer science and engineering, fields in which the number of degrees granted by
U.S. universities to American students has been declining.

Lift that cap. Over time, employment opportunities in information technology
will stimulate more American students to acquire the necessary skills. They will be
helped by the numerous educational initiatives of the Administration, including
programs to upgrade basic skills in math, science and reading in primary and
secondary schools; to increase college enrollment rates; and to provide retraining.
State and local governments are responding to the skill demands of the new economy,
often working with private companies to develop youth apprenticeship programs.
Numerous companies in the information-technology sector have introduced their own
programs to attract and train students for information-technology jobs.

For many programming jobs, the necessary skills can be acquired in a matter of
months. For others, however, it lasts years and requires substantial improvements in
math and science education even before college. In the meantime, immigrants who
posses the requisite skills should be allowed — indeed encouraged — to fill the gap.
Conditions in the information-technology sector indicate that it’s time to raise the cap
on special visas yet again and to provide room for further increases. Silicon Valleys
experience reveals that the results will be more jobs and higher incomes for both
American and immigrant workers. [2]

2.4.2 Answer the questions

1 Would you like to work abroad?

2 Nowadays labor market conditions continue to tighten throughout the world,
don’t they?

3 What is the unemployment rate in this country? Is it growing by and by?

4 Can you find any work?

5 What is a result of the intense scramble to hire information-technology
workers?

6 How many immigrants are there in the Valley?

7 How many immigrants occupy senior executive positions of new technology
companies?
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2.5 Text IV “Innovation Feeds Success in the PC Industry”
2.5.1 Read the text and retell it

In the personal computer industry, innovation is the path to success. This
reality 1s widely understood by small and large companies alike. That’s why makers
of PCs, microprocessor chips, peripherals, software application and operating
systems incorporate new features continuously. It’s why hardware and software
improve so rapidly, even as prices fall relentlessly. It’s wondrous for consumer,
wondrous for the economy and unprecedented in any other industry. It’s truly
exciting to work in an industry that is so motivated to always do better. The pressure
is intense but the pace is thrilling.

Every product on the market today will be obsolete within a few years. The
only question for my company is whether we’ll be the ones to replace our product, or
whether some other company will do better job. Everybody here knows it, and so do
our competitors. If we don’t keep up with technology and the market, we’ll quickly
become irrelevant.

Innovations is particularly important for an operating system, the software feat
coordinates the elements of computer — including its applications and peripherals, so
that information can flow. The more functions the operating system coordinates or
assumes, the easier the computers to use. Customers value this simplicity. Even
sophisticated users of personal computers have limited time and patience. They want
to get access to information quickly. They don’t want to have to figure out how to
make a lot of pieces work together. They just want a computer to work.

Integrating features to achieve power and simplicity has been a hallmark of the
PC industry. A single Intel microprocessor chip now contains features that once
required dozens of chips, including math co-processor chips. That’s why PCs are
faster, smaller, cheaper, and less likely to fail than they were only a few years ago.
But to remain competitive in the chip business, Intel must continue to sweep new
features into the microchips.

Today’s PCs have built-in modems, CD-ROMs and other peripherals that not
so long ago were add-ons that could be a hassle to get to work. But as operating
system evolved to support these peripherals manufactures started making them
standard equipment and people started taking them for granted.

Version 1 of first Microsoft’s first operating system, MS-DOS, didn’t let you
use hard disks. Information could be stored only on cassette tapes or floppy disks. If
we hadn’t integrated hard-disk support into the operating system in 1983, few people
today would even remember the name “MS-DOS”. The essence of Windows, its
graphical interface, was an add-on to MS-DOS when it first came out.

Just as countless new features have been integrated into automobiles, home
entertainment systems and dozen of other products over the year, many software
features that began as separate parts have been integrated into Windows. These
include fonts, memory management, disk compression, CD-ROM support,
networking and Internet access, power management for laptops and scores of other
capabilities.
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Often the new capabilities make it easier for people to access information from
an ever-widening array of sources — recently including new kinds of storage devices
and wireless links to the Internet. Many people take Web browsing for granted now,
because it’s easy to set up and run any brand of browser we built into Windows.
Before, only the technically adept could figure out how to configure a PC to connect
to the Web.

The reason my company has thousands of people improving and testing
Windows is that computer users have a choice of operating systems, including older
versions of Windows. If we don’t make big strides forward, people won’t bother to
upgrade — or they’ll switch to another operating system.

Competition for operating systems also comes from “middle-ware” products
such as Lotus Notes, which takes over some of what Windows offers consumers. Sun
has similar ambitions for Java, which it sees as an operating system as well as a
programming language. Netscape hopes to expand its browser software into a
platform that makes conventional operating systems irrelevant.

Microsoft’s response has been to keep prices down and innovate rapidly,
integrating features into Windows to meet the consumers’ needs. (Yes, these
innovations include Internet Explorer, now the subject of a court challenge.) Every
few years we release a whole new version of the operating system, but along the way
we offer incremental upgrades. Some of these, such as network and Internet support,
take the form of interim releases that later are folded into the operating system.

It’s common for makers of operating systems to release modules in stages, as
they become available. Apply does it. Vendors of many of the flavor of UNIX do it.
Microsoft is not different. Customers and computer manufacturers are eager for
incremental improvements, from bug fixes to big new features. When we have
something good and well-tested, we often don’t hold it for the next major release of
the operating system. We get it out there.

So, what comes next? We’ll see operating systems that support speech and
visual recognition, letting PCs interact with people more naturally. We’ll see
incredible on-screen graphics. We’ll see high-speed connections to rich information
from all aver the world. Every operating system will offer these kinds of incredible
features because innovation is the path to success. Any software company that
doesn’t innovate won’t be around long. [2]

2.5.2 Ask questions on the text and ask your friends to answer them
2.6 Text V “Silicon Valley”[3]
2.6.1 Read and translate the text

Origin of the term

Silicon Valley is the southern part of the San Francisco Bay Area in Northern
California, United States. The term originally referred to the region's large number of
silicon chip innovators and manufacturers, but eventually came to refer to all the
high-tech businesses in the area; it is now generally used as a metonym for the high-
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tech sector. Despite the development of other high-tech economic centers throughout
the United States, Silicon Valley continues to be the leading high-tech hub because of
its large number of engineers and venture capitalists. Geographically, Silicon Valley
encompasses the northern part of Santa Clara Valley and adjacent communities.

The term Silicon Valley was coined by Ralph Vaerst, a Northern California
entrepreneur. Its first published use is credited to Don Hoefler, a friend of Vaerst's,
who used the phrase as the title of a series of articles in the weekly trade newspaper
Electronic News. The series, entitled "Silicon Valley USA," began in the paper's issue
dated January 11, 1971. Valley refers to the Santa Clara Valley, located at the
southern end of San Francisco Bay, while Silicon refers to the high concentration of
companies involved in the semiconductor and computer industries that were
concentrated in the area. These firms slowly replaced the orchards which gave the
area its initial nickname, the Valley of Heart's Delight.

History

Since the early twentieth century, Silicon Valley has been home to a vibrant,
growing electronics industry. The industry began through experimentation and
innovation in the fields of radio, television, and military electronics. Stanford
University, its affiliates, and graduates have played a major role in the evolution of
this area.

Social Roots of information technology revolution in America

It was in Silicon Valley that the integrated circuit, the microprocessor, the
microcomputer, among other key technologies, were developed, and that the heart of
electronics innovation has beaten for four decades, sustained by about a quarter of a
million information technology workers. Silicon Valley was formed as a milieu of
innovations by the convergence on one site of new technological knowledge; a large
pool of skilled engineers and scientists from major universities in the area; generous
funding from an assured market with Defense Department; the development of an
efficient network of venture capital firms; and, in the very early stage, the
institutional leadership of Stanford University.

Roots in radio and military technology

The San Francisco Bay Area had long been a major site of U.S. Navy research
and technology. In 1909, Charles Herrold started the first radio station in the United
States with regularly scheduled programming in San Jose. Later that year, Stanford
University graduate Cyril Elwell purchased the U.S. patents for Poulsen arc radio
transmission technology and founded the Federal Telegraph Corporation (FTC) in
Palo Alto. Over the next decade, the FTC created the world's first global radio
communication system, and signed a contract with the U.S. Navy in 1912.

In 1933, Air Base Sunnyvale, California was commissioned by the United
States Government for the use as a Naval Air Station (NAS) to house the airship USS
Macon in Hangar One. The station was renamed NAS Moffett Field, and between
1933 and 1947, US Navy blimps were based here. A number of technology firms had
set up shop in the area around Moffett to serve the Navy. When the Navy gave up its
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airship ambitions and moved most of its West Coast operations to San Diego, NACA
(the National Advisory Committee for Aeronautics, forerunner of NASA) took over
portions of Moffett for aeronautics research. Many of the original companies stayed,
while new ones moved in. The immediate area was soon filled with aerospace firms
such as Lockheed.

Stanford Industrial Park

After World War II, universities were experiencing enormous demand due to
returning students. To address the financial demands of Stanford's growth
requirements, and to provide local employment opportunities for graduating students,
Frederick Terman proposed the leasing of Stanford's lands for use as an office park,
named the Stanford Industrial Park (later Stanford Research Park). Leases were
limited to high technology companies. Its first tenant was Varian Associates, founded
by Stanford alumni in the 1930s to build military radar components. However,
Terman also found venture capital for civilian technology start-ups. One of the major
success stories was Hewlett-Packard. Founded in Packard's garage by Stanford
graduates William Hewlett and David Packard, Hewlett-Packard moved its offices
into the Stanford Research Park slightly after 1953. In 1954, Stanford created the
Honors Cooperative Program to allow full-time employees of the companies to
pursue graduate degrees from the University on a part-time basis. The initial
companies signed five-year agreements in which they would pay double the tuition
for each student in order to cover the costs. Hewlett-Packard has become the largest
personal computer manufacturer in the world, and transformed the home printing
market when it released the first ink jet printer in 1984. In addition, the tenancy of
Eastman Kodak and General Electric made Stanford Industrial Park a center of
technology in the mid-1990s.

Silicon transistor

In 1953, William Shockley left Bell Labs in a disagreement over the handling
of the invention of the transistor. After returning to California Institute of Technology
for a short while, Shockley moved to Mountain View, California in 1956, and
founded Shockley Semiconductor Laboratory. Unlike many other researchers who
used germanium as the semiconductor material, Shockley believed that silicon was
the better material for making transistors. Shockley intended to replace the current
transistor with a new three-element design (today known as the Shockley diode), but
the design was considerably more difficult to build than the "simple" transistor. In
1957, Shockley decided to end research on the silicon transistor. As a result, eight
engineers left the company to form Fairchild Semiconductor. Two of the original
employees of Fairchild Semiconductor, Robert Noyce and Gordon Moore, would go
on to found Intel.

Venture capital firms

By the early 1970s there were many semiconductor companies in the area,
computer firms using their devices, and programming and service companies serving
both. Industrial space was plentiful and housing was still inexpensive. The growth
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was fueled by the emergence of the venture capital industry on Sand Hill Road,
beginning with Kleiner Perkins in 1972; the availability of venture capital exploded
after the successful $1.3 billion IPO of Apple Computer in December 1980.

The rise of software

Although semiconductors are still a major component of the area's economy,
Silicon Valley has been most famous in recent years for innovations in software and
Internet services. Silicon Valley has significantly influenced computer operating
systems, software, and user interfaces.

Using money from NASA and the U.S. Air Force, Doug Engelbart invented the
mouse and hypertext-based collaboration tools in the mid-1960s, while at Stanford
Research Institute (now SRI International). When Engelbart's Augmentation Research
Center declined in influence due to personal conflicts and the loss of government
funding, Xerox hired some of Engelbart's best researchers. In turn, in the 1970s and
1980s, Xerox's Palo Alto Research Center (PARC) played a pivotal role in object-
oriented programming, graphical user interfaces (GUIs), Ethernet, PostScript, and
laser printers.

While Xerox marketed equipment using its technologies, for the most part its
technologies flourished elsewhere. The diaspora of Xerox inventions led directly to
3Com and Adobe Systems, and indirectly to Cisco, Apple Computer and Microsoft.
Apple's Macintosh GUI was largely a result of Steve Jobs' visit to PARC and the
subsequent hiring of key personnel. Microsoft's Windows GUI is based on Apple's
work, more or less directly. Cisco's impetus stemmed from the need to route a variety
of protocols over Stanford's campus Ethernet.

Internet bubble

Silicon Valley is generally considered to have been the center of the dot-com
bubble which started from the mid-1990s and collapsed after the NASDAQ stock
market began to decline dramatically in April 2000. During the bubble era, real estate
prices reached unprecedented levels. For a brief time, Sand Hill Road was home to
the most expensive commercial real estate in the world, and the booming economy
resulted in severe traffic congestion.

Even after the dot-com crash, Silicon Valley continues to maintain its status as
one of the top research and development centers in the world. A 2006 Wall Street
Journal story found that 13 of the 20 most inventive towns in America were in
California, and 10 of those were in Silicon Valley. San Jose led the list with 3,867
utility patents filed in 2005, and number two was Sunnyvale, at 1,881 utility patents.

2.6.2 Answer the questions

1 What is the origin of the term “Silicon Valley”?
2 What way do we translate the term in Russian?
3 What is the mistake?

4 What American firms do you know?

5 What does each of them deal with?

33



6 What University has played a major role in the evolution of this area?

7 When did Hewlett-Packard release the first ink jet printer?

8 Who believed that silicon was the better material for making transistors?
9 What has Silicon Valley been most famous in recent years for?

2.6.3 Retell the text adding more information you can find in the Internet

2.7 Text VI “One of Technology centers in United Kingdom: Silicon
Fen”[4]

2.7.1 Read and translate the text

Silicon Fen (sometimes the Cambridge Cluster) is the name given to the region
around Cambridge, England, which is home to a large cluster of high-tech businesses,
especially those related to software, electronics, and biotechnology. Many of these
have connections with Cambridge University, and the area is now one of the most
important technology centres in Europe.

It is called "Silicon Fen" by analogy with Silicon Valley in California, and
because of the large area of drained fenland to the north of Cambridge.

It is claimed that Silicon Fen is the second largest venture capital market in the
world, after Silicon Valley. In 2004, 24 % of venture investment in the UK and 9 %
in Europe was received by Silicon Fen companies, according to the Cambridge
Cluster Report 2004 produced by Library House and Grant Thornton.

The name is also a deliberate rhyme with "Silicon Glen", a pre-existing high-
tech enclave in Scotland.

Business growth

In 2004, 24 % of venture investment in the UK and 9 % in Europe was
received by Silicon Fen companies, according to the Cambridge Cluster Report 2004
produced by Library House and Grant Thornton.

The so-called Cambridge phenomenon, giving rise to start-up companies in a
town previously only having a little light industry in the electrical sector, is usually
dated to the founding of the Cambridge Science Park in 1970: this was an initiative of
Trinity College, Cambridge and moved away from a traditional low-development
policy for Cambridge.

The characteristic of Cambridge is small companies (as few as three people, in
some cases) in sectors such as computer-aided design. Over time the number of
companies has grown; it has not proved easy to count them, but recent estimates have
placed the number anywhere between 1,000 and 3,500 companies. They are spread
over an area defined perhaps by the CB postcode (which is highly sought after), or
more generously in an area bounded by Ely-Newmarket-Saffron Walden-Royston-St.
Neots-Huntingdon.

In February 2006, the Judge Business School reported estimates that suggested
that at that time, there were around 250 active start-ups directly linked to the
University, valued at around US$6 billion. Only a tiny proportion of these companies
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have so far grown into multinationals: ARM and Autonomy Corporation are the most
obvious examples, and more recently CSR has seen rapid growth due to the uptake of
Bluetooth.

Area characteristics

The region does have one of the most flexible job markets in the technology
sector, meaning that the same people are often retained in other companies in the
Cambridge area after a start-up fails. One explanation for the area's success is that
after a while such an employment market is self-sustaining, since employees are
willing to move to an area that promises a future beyond any one company. Another
factor is the high degree of 'networking', enabling people across the region to find
partners, jobs, funding, and know-how. Organisations have sprung up to facilitate this
process, for example the Cambridge Network.

Another explanation is that because of the academic pre-eminence of
Cambridge University, the high standard of living available in the county, its
closeness to Stansted Airport and London, the low incidence of social problems such
as crime and hard drug use. Many graduates from the university choose to stay on in
the area, giving local companies a rich pool of talent to draw upon. The high-
technology industry has little by way of competition, unlike say in Oxfordshire where
plenty of other competing industries exist. Because Cambridgeshire was not until
recently a high-technology centre, commercial rents were generally lower than in
other parts of the UK, giving companies a head-start on those situated in other more
expensive regions; this has, however, recently changed and Cambridgeshire now has
one of the highest costs of living in the UK outside London.

Not long after the first wave of new technology companies began congregating
in the hinterland of Cambridge, this stretch of East Anglia too flat and featureless
ever to be mistaken for Silicon valley started becoming known as a Silicon Fen.
Taking this increasingly popular epithet as its title, Silicon Fen is a three-year
program of digital art works exploring themes of landscape and technological
innovation in relation to the history and geography of the East Anglian Fenland.
Working in collaboration, Norwich School of Art and Design and Film and Video
Umbrella will be commissioning seven new art works, each of them produced in
partnership with galleries located in or around the Fenland region. Contrasting the
distinctively haunting, empty landscapes of this historically remote part of the
country with images of a wired-up, networked future generated by its increasing
technological development, Silicon Fen will consider some of these contemporary
changes in the context of earlier influences. As the science parks and research
campuses spread from Cambridge out to Ely and beyond, these new centres of
innovation are drawn into proximity with an engineering phenomenon that, four
centuries earlier, was the technological marvel of its day: the system of sluices, dykes
and ditches, constructed by the Dutch architect Cornelius Vermuyden, to drain and
protect the vast agricultural basin of the Fens. Much of this area of East Anglia is
now being bisected by an information infrastructure of high-speed networks and
broadband links that rivals that earlier system of canals and ditches for ambition,
scope and intricacy. Working closely with the new digital technologies that are
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shaping and connecting this newly emerging information-rich-environment, the
selected artists draw on a range of techniques and approaches, from digital
photography and video to artists websites and multimedia installations. Highlighting
the age-old and enduring relationship between land and water, and extending it with
new themes of media inundation and information flow, this ongoing seriesof artists
commissions sets out to capture the many changing facets of this unique and
fascinating part of the world.

Cambridge's status as a top European incubator for technology ventures is
under threat because it has failed to get under the recent hail of cash chucked at web
companies, warn figures out today.

The share of European technology venture capital dished out in Silicon Fen has
plummeted from 9.3 per cent in 2005 to 5.6 per cent in the first half of this year,
according to Library House's Cambridge Cluster Report.

"This can be largely accounted for by a structural shift in the direction of
venture funding towards so-called 'soft innovation', in particular the service and retail
sector, which can be closely related to the emergence of web-enabled products and
mediatech," the authors write.

Silicon Fen's natural bread and butter thanks to the university is "hard"
technology, such as chip maker ARM and biotech ventures, which require big money
to get started.

The report complains that Cambridge's steep property prices put off too many
cash-strapped early stage tech companies and young talent. Library House calls for
"modest expansion" of the compact city, which would likely be fiercely opposed
locally.

The drop in Cambridge investment has, however, been accompanied by a rise
in capital splurged on web entrepreneurs in London - a city not known for its bargain
housing. In startup land, big money sell-offs like Last.fm, based in Shoreditch, are
bound to attract similar ideas.

To remain relevant, Silicon Fen needs to become more integrated with the
wider technology scene in the South East, the Cluster Report authors argue. We wrote
at length on the issues in summer.

Only a tiny proportion of these companies have so far grown into
multinationals: ARM and Autonomy Corporation are the most obvious examples, and
more recently Cambridge Silicon Radio has seen rapid growth due to the uptake of
Bluetooth.

2.7.2 Answer the questions

1 What is home to a large cluster of high-tech businesses, especially those
related to software, electronics, and biotechnology?

2 What University have many of these businesses connections with?

3 Why is it called "Silicon Fen"?

4 Whose initiative was it?

5 How many companies were there around and how much did they valued?

6 What is one explanation for the area's success?
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7 Why is Cambridge's status as a top European incubator for technology
ventures under threat?

8 What does Silicon Fen need to remain relevant?

9 What companies have so far grown into multinationals?

10 What do they mean when say that the region does have one of the most
flexible job markets in the technology sector?

11 What is the explanation for the area's success?

2.8 Text VII “Silicon Glen”. Now you are going to read some texts about
Silicon Glen. Do it thoroughly and compare the texts. Summaries the facts and
retell the text [5]

2.8.1 Text 1 “High tech sector of Scotland”

Silicon Glen is a nickname for the high tech sector of Scotland. The name is
applied to the Central Belt triangle between Dundee, Inverclyde, and Edinburgh, and
includes Fife, Glasgow and Stirling; although electronics facilities outwith this
central area may also be included in the term.

It does not represent a glen as it covers a much wider area than just one valley
(perhaps strath would be a more accurate adjective), however the name was probably
based upon "Silicon Valley" and has been in use in Scotland since the 1980s. History

Silicon Glen had its origins in the electronics business with IBM being one of
the first companies to set up when it established a manufacturing base in Greenock in
1951. Indeed this was typical of much of the early days of Silicon Glen, which were
dominated by electronics manufacturing for foreign companies much more than
software development or the establishment of home grown companies.

The emphasis on electronics came about due to the decline in traditional Scottish
heavy industries such as shipbuilding and mining. The government development agencies
saw electronics manufacturing as being a positive replacement for people made
redundant through heavy industry closures and the associated training and reskilling was
relatively easy to achieve. Like the bedrock of Silicon Valley was in semiconductors,
Silicon Glen also had a significant influence in semiconductor design and manufacturing
starting in 1960 with Hughes Aircraft establishing its first facility outside the US in
Glenrothes to manufacture germanium and silicon diodes.

In 1965 Elliott Automation established a MOS research laboratory and production
facilty in Glenrothes. This was followed in 1969 by the establishment of wafer fabs by
General Instrument in Glenrothes, Motorola in East Kilbride and National Semiconductor
in Greenock. There were some other notable successes such as the large Sun
Microsystems plant in Linlithgow and the Digital Equipment Corporation manufacturing
plant in South Queensferry where the pioneering 64 bit Alpha processor was made.
Digital also started an office in Livingston developing their flagship VAX/VMS
operating system. It was estimated that the manufacturing sector produced approximately
30% of Europe's PC's, 80 % of its Workstations, and 65 % of its ATM's.
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Silicon Glen in Glasgow

An industrial complex in suburban Glasgow dubbed "Silicon Glen" is the
center of Scotland’s thriving technology industry. The complex is home to numerous
companies that manufacture silicon chips, personal computers, and other
sophisticated electronic goods. High technology exports are a major source of
Scotland’s export earnings.

2.8.2 Text 2 “Today”

The heavy dependency on electronics manufacturing hit Silicon Glen hard after
the collapse of the hi-tech economy in 2000. Viasystems, National Semiconductor,
Motorola and Chunghwa all laid off substantial numbers of employees or closed
factories completely. Digital sold their Alpha facility to Motorola who eventually
closed it down. Motorola also closed their factory in Bathgate and the substantial
NEC plant in Livingston was also closed.

However, there are many promising signs as well as a recognition that
diversification away from electronics and manufacturing produces a more balanced
and stronger economy. There is also more of an interest in encouraging home grown
talent.

In order to diversify away from electronics and manufacturing, the
development agencies now see Call Centres as being a potential area of growth, but
there is also substantial interest in the software development industry, including
Rockstar North, developers of the market leading Grand Theft Auto series.
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There is also a dynamic and fast growing electronics design and development
industry, based around links between the universities and indigenous companies like
Wolfson, Linn, Nallatech and Axeon, and projects like Alba Campus.

However, the software sector has also notably attracted Amazon.com to set up
a software development centre in Edinburgh, the first such centre outside the US.
There remains a significant presence of global players like National Semiconductor,
IBM and Motorola.

Today Silicon Glen based companies directly employ over 41,000 people in the
sector.

2.8.3 Text 3 “Silicon Glen KpemuneBas nosiuna B lllotananaun”

briBatoT Bce-Taku yIUMBUTENBHO CHUMBOJHUYHBIE coBmajeHus: Silicon Glen B
Motnananu o6benuHsIOT ¢ Kanudpopuuiickoit Silicon Valley He TOIbKO OMHAKOBBIE
1o cMmbIciay Ha3BaHus. Ha Teppuropun mexmy DnuuOyprom u ['ma3ro mpousBoautcs
40 % BemmyckaeMbix B EBpome kommbroTepoB, 66 % pabGoumx cranuui, 70 %
HOYTOYKOB. Marmo-mmomaiy 31ech OOOCHOBBIBAIOTCA MPEICTABUTENN MPAKTHUECKU
BCEX MHUPOBBIX (UPM DJIEKTPOHHON MHAYyCTpuH. VX pe3oHbl Oojee 4eM OUYeBUIHBI:
[oTnanaus mpenocTaBisieT, MOXalyd, camble BbITOJAHBIE B EBpore ycinoBus ais
pa3MelleHuss  IPOU3BOJICTBA. [Tomumo OTHOCHUTEIBHO HEJAOpOro U
KBTU(PUIIMPOBAHHON paboyeil cuiibl (B cpaBHEHUU C ['epmaHueit yac paboThl 3/1eCh
JienieBie OoJjiee 4eM B JiBa pasza) W OIarompuaTHOrO g paboromareneit pabodero
npaBa, MPEKpacHOW HHPPACTPYKTYpbl U YXKe CYIIECTBYIOIIErO IEPBOKIACCHOIO
HAYYHO-UCCIIEIOBATENbCKOrO ceKkropa (DAMHOYpPrcKUil YHHBEPCUTET BXOJIUT B
HEPBYIO JIECATKY MHPOBBIX HCCIIEOBATEIbCKUX LEHTPOB B cdepe MHPOPMATHUKH),
oOnajmaromero  MOpoYHBIMH W OTPA0OTaHHBIMH  TMPSMBIMH ~ CBSI3IMH ~ C
OPOU3BOAUTENSIMHU, 3[ECh €IIe M OTHOCHUTEIBHO HEBBICOKME IIEHBI Ha 3€MIII0 U
HEeABIKUMOCTh. [ 9pu Cmut, uccienoBatens pbiHka u3 Kanudopuuu, cuuraer, 4yTo
“Silicon Valley nepenonnena”. @upMsbl 1 a101u cOETaOT OTTY/Ia OT Y KacaroluX 1eH
Ha 3emutto (moMm B JloyiMHE CTOWMT B JBa pasza JIOpOXKe, yeM rje Obl TO HU ObUIO B
AMepuKe), OT Xaoca Ha JIoporax, oT He0OOXOAMMOCTH JoOUpaThcs 40 paboThl Oosee
gyem 3a 200 kKM, OT MOTEepH YyBCTBAa COOCTBEHHOH 3HaumMocTu. [lpeanpusrtus
KOHTHHEHTaIbHOW EBpombl TOXE HAXOASAT KJIMMAT B IIOTIAHACKOM JOJIMHE BEChMa
IPUBJICKATEIBHBIM JIJISI CBOEH JAesTesNbHOCTU: B 1997 r. eBpornelickue MHBECTULIUU
3leCh yBEIUYWINCh Ha 95 % B cpaBHEHHMH C TOPEABIAYIIMM TroAoM. Yxke 578
WHOCTPAHHBIX Tpennpusatuil npeacrasiensl B Silicon Glen. Kak gonro npoaepxxurcs
3TOT OyM - cka3aTh TpyAHO. CMUT, HapUMeEp, IPOPOUYECTBYET, UTO “BCKOPE BBl HE
Haigere B lllotnananm qoma nemesie MUJITMOHA JIOJUIAPOB U JBMKEHUE HA JI0pOrax
IIPEBPATUTCA B KOIIMAap .

2.8.4 Text 4 “Silicon Glen “

The region around Livingston, Scotland [before 1985] also applied more
generally to the entire stretch from Edinburgh to Glasgow.
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From Randy Enger <enger(@rational.com>: "Sun Microsystems set up a
manufacturing plant in the Glasgow area maybe in 1988 or 1989, and the term Silicon
Glen was being used then."

From Per Stymne <pstymne@hotmai. com>: "The nicknamne Silicon Glen for
the area between Glasgow and Edinburgh in Scotland is much older than from 1988-
89. I and a colleague wrote a series of articles about Silicon Glen in 1985, and the
expression was quite well established long before that.

From Ron Leckie <ron@infras.com>: "I was born and raised in Edinburgh,
and started work in 1970 at one of the early silicon manufacturing plants in Scotland -
- Signetics at Linlithgow. This is only 18 miles to the west of Edinburgh, and, by the
way, to correct the earlier input from Randy Enger, Sun's plant is in Linlithgow - near
Edinburgh, not Glasgow.

The term Silicon Glen was coined I believe some time late in the 1970's. I left
Silicon Glen for Silicon Valley in 1976, and I do not recollect the name being used
until after I had been in California for a few years. The Scottish Development Agency
(now called "Locate In Scotland") commissioned an artist, David Gray, to create a
caricature map of the 'Glen.

This map is similar to the 'Valley caricature map and depicts the hundreds of
high tech companies in the 'Glen. Edinburgh and Glasgow are less than 50 miles
apart, but "Silicon Glen" streches beyond each city from east coast to west coast for
about 80 miles."

2.8.5 Text 5 “Scotland's Internet Guide - founded 1994”

About Silicon Glen

Silicon Glen is the name given to the Scottish computing and technology sector
and especially the central belt of Scotland. This part of Scotland is home to a large
number of companies from startups to established multinationals, including Amazon's
first development centre outside the US. Scotland is also a major manufacturing base
- if you're looking for a computer to buy, try our computer shops page, alternatively
use our partner site to look for and buy laptop computers.

In addition, Silicon Glen in Scotland is also home to a large number of
universities in the area, which produce world class graduates for local businesses.
Scotland produces more university and college graduates per-head of population than
anywhere else in Europe. View the movie about Silicon Glen.

About Scotland

The Scots have a worldwide reputation for engineering excellence. Scotland
also has an excellent quality of life. As the home of golf, whisky (whiskey), the
world's biggest arts festival, hogmanay, Gretna Green, some of the world's finest
traditional music and the "auld country" for anyone interested in tracing their Scottish
roots, we have much to offer culturally too. There's also all the usual tartan and
bagpipe information including information on plaid, tartan traditions, kilts, haggis
and the popular highland games. For information on tourist trips to Scotland the
priceline site will allow you to search and book accommodation.
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About SiliconGlen.com

This site has generated media enquiries from ABC News, World News
Tonight, Sky News and the BBC and enquiries from companies wanting to invest
here. We've even helped The Weakest Link set questions about Scottish culture!

SiliconGlen.com was set up and developed by Craig Cockburn. Craig lives and
works in West Lothian, Scotland as a security cleared project manager on enterprise
level websites and applications, is a director of SiliconGlen.com Ltd, and has
researched for TechCrunch and worked as Project Manager for the Tesco.com
Grocery site and as CIO for a Techcrunch40 startup. He has an interest in search
engines and occasionally does search engine optimisation. He is currently very
interested in being contacted about new opportunities for Software managers, CTO,
CIO level positions etc. You can view his profile on LinkedIn, or read about the
PageLink browser he invented in 1990. Siliconglen.com Ltd works in close
partnership with companies outside Scotland such as Elite Training (Belfast),
CrowdSpirit (France), The CIO Council (Central government - London), Vanquish
(USA) and Barracuda Networks (USA). In his spare time, Craig enjoys promoting
traditional culture, especially Gaelic song. Mail Craig. Craig is married to Joscelin
and they have three daughters, Cairistiona, Finola and Lucina.[5]

3 Section III Office Work

3.1 TpyaHnoctu nepeBoaa HHPUHUTUBA, TEPYHAUA U IPUYACTHUS

CuHTaKCcHM4eCcKue TPYJHOCTH MPU NEPEBOJIE C AHTVIMICKOTO S3bIKA HAa PYCCKUUI
BO3HUKAIOT TIJIaBHBIM 00pa3oM W3-3a pas3iuyusi B TIPaMMaTHYECKOM CTpOE
AHIJIMIICKOrO U PYCCKOTO SI3bIKOB.

B anrnmiickom si3blke LIKMpE, YEM B PYCCKOM, YIOTPEOISIOTCS KOHCTPYKIIMH C
UHUHUTUBOM, MPUYACTHBIE OOOPOTHI; KPOME TOT0, CYIIECTBYIOT I'e€pyHAHAJIbHBIC
000pOTHI, KOTOPBIX HET B PYCCKOM SI3bIKE.

[Ipu mnepeBome WHOUHUTHBA M KOHCTPYKIUHA C HHPUHUTHBOM MOTYT
IPEICTaBIATh TPYIHOCTh CIEAYIOLINE CIyYau:

a) ynorpeOienre MHPUHUTHBA B (YHKIMH OOCTOSTENHCTBA IIETH, KOTIA
AHIVIMACKUIT WMH()DUHUTHB HENb3sl NEepenaTtb B IEpeBOAe TOMl ke (opMoil; OH
NEPEBOJUTCA C MOMOUIBI0 MPUAATOYHOTO MPEUIOKEHUS LENH C COH3aMU umobbl
WIM 071 mo20 umobbl, a B HEKOTOPBIX Cly4yasXx - COY€TaHueM o011 -+
cyujecmsumenvHoe.

0) ynorpeOieHue UHPUHUTUBA B KAYECTBE OMpPEAENCHUs, KOTOPBIM B TaKUX
ClIy4yasX 4Yalle BCEro IIEPEeBOJUTCA HAa PYCCKUMH  A3BIK  NPUIATOYHBIM
ONPENEIIUTEIbHBIM MPETI0KEHUEM.

B) KOHCTpyKuusi to be likely (unlikely) +  ungpunumue mnepeBOAUTCS
CJIEyIOIKUM 00pa3oM: BEpOSITHO, IO BCEW BEPOATHOCTH (MaJIOBEPOSTHO, YTOOBI). ..

['epyHouti nepeBOAUTCS HA PYCCKU S3bIK:

a) CYILLECTBUTEIbHBIM;
0) MHQUHUTHBOM,;
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B) JICEIIPUYACTUEM;

r) IJ1arojioM B JUYHOW Qopme, mpudem repyHauii B ¢popme SIMPLE -
yKa3blBa€T HA OJHOBpeMEHHOCTh JeictBud, a B (opme PERFECT - Ha
IpeAIIeCTBOBAHUE U B TOCJICIHEM Cly4yae MEPEeBOJAUTCS Ha PYCCKHUM A3bIK (HOopMOit
MPOIIEIIEr0 BPEMEHHU.

They insisted on the question being re-considered.

OnHu HacTauBajJIM Ha TOM, YTOOBI BOIPOC ObLIT MEPECMOTPEH.

[Ipu mepeBose repyHaus B obopotax the engineer coming, the engineer's
coming HeEOOXOJUMO TOMHHUTH, YTO B OOOpOTE C CYIIECTBUTEIBHBIM B 0OIEM
najexe IOAYEPKUBAETCSl CKOpee Ipolecc JeictBus, a B obopore ¢
CYLIECTBUTEIbHBIM B MPUTSAKATEILHOM MaJeKe OCHOBHOW AakKIIEHT JeJaeTcs Ha
JeHCTBUH Kak Ha (pakre.

[Tpu nepeBoae npuuacmus HEOOXOAUMO YUUTHIBATh CJIETYHOIIUE MOMEHTBI:

a) Present participle active MoxeT mNnepeBOAUTHCS MNPUYACTHEM WIIU
JECTPUYACTUEM, KAK JEUCTBUTEIBHOI0, TAK U CTPAAATEIBHOTO 3QJI0TA.

MOKYTAK0 A
buying- MOKYTaBIIMH

MOKyTast

KyIIMB

when (while) + npuyacTue MOXHO TEpPEBOJUTH C  ITOMOIIBIO
CYIIECTBUTEIBHOIO C MPEAJIOTOM:

- when sending - nipu nocsiixe (=nocwinas),

- while discharging the vessel - nipu pazepyske cyona (= paszepyacas);

0) Perfect Participle ykaspiBaeT Ha mpeAlIeCTBOBAHUE, IMOATOMY TJIaroi
PYCCKOTO NMPEMIOKEHUS TOIKEH CTOATH B MPOLIEAIIEM BPEMEHH;

B) CaMOCTOSITEJIbHBIN MPUYACTHBIA OOOPOT TEPEBOAUTCA PA3TUUYHBIMU
00CTOATENIbCTBEHHBIMU MPUIATOYHBIMU MPEIOKEHUSIMU.

Hekoropyro TpyAaHOCTh i HEPEBOJA MPEACTABISIOT CAMOCTOSTEIbHBIC
npuvacTHele 000poThl ¢ npeasiorom with. IlepeBoasTcs oHu MO0 MPUIATOUHBIMU
NPEAJIOKEHUSIMU TIPUYUHBI, BBOJAMMBIM COKO30M MaK KAk, JU0O0 MPUIATOYHBIM
PEIJI0KEHUEM CONMYTCTBYIOIIMX OOCTOSITENBCTB, HAYMHAIOLIUXCS CO CIOB NpuuieM,
BO3MOJKHBI TaK € CIEAYIOUIUE BAPUAHTHI NIEPEBONIA. NPU HATUYUU, YUUMBIBAS, MAK
KakK; 66Uy mozo, umo,

I') IpUYacTHBIA 000poT, HaunHatomuiics ¢ Past Participle , B pycckom si3bike
OOBIYHO COOTBETCTBYET MPHUAATOYHOMY TMPEUIOKEHUIO YCIOBUS WU MPUYUHBI H
BBOJIUTCSI CIIOBAMU: YUUMbIEAS, NPU HATUYUU, NPU VCTIOBUL.

NHorma ckasyeMoe B aHIVIMACKOM MPEIIOKEHUM JajJeKO CTOUT OT
noJjJiekallero. B tex ciaydasix, Korja ckazyeMoe sSIBISIETCS COCTAaBHBIM UMEHHBIM WU
[JIArOJbHBIM, JIUOO CIIOXKHBIM MO CTPYKTYpE, BCHOMOTaTENIbHBIA TJIAr0Jd MOMXKET
JAJIEKO OTCTOSITh OT MMEHHOW WJIM TJArojJbHOM dYacTH, JUOO OT OCTaJbHOW YacTH
CcKazyeMoro. A CKa3yeMoe€ B PYCCKOM MPEIJI0KEHUHM MOKET IPEAIIECTBOBATD
noJAJexalleMy, I[O3TOMY TNPEeXJIe YeM JellaTh NEepeBoJl, HEOOXOJUMO HaWTH
cKa3zyeMoe.
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3.2 Text I “Automation and office worker”
3.2.1 Check up your pronunciation

Mechanization, although, assumption necessitate, cleanliness, consequence,
fatigue, procedure, standardize.
3.2.2 Learn the words

virtually — ¢pakTuaecku

expand — pacHIUpSITHCS, PACIPOCTPAHATHCS
routine — 3aBeJICHHBIN MMOPSIOK
assumption — MpUHSTHE

simplify — ynpomats

clerical — ounmieHHBIN

promote — NpoJABUTaTh

expansion — pacliupeHue, yBeJInyeHue
hiring — Haem

affect — Bo3zelicTBOBaTH

undergone — nmoABepraThecs

beneficial — BeIrogHbIN

requirement — TpeboBaHuE

efficiency — mpon3BOIUTENHHOCTD
entail — oTcraromui

pace — TeMiIl

fatigue — ycranoctb

pressure — aBJICHHE

eliminate — yHU4TOXaTh

pattern — oOGpaser;, Mojieb

impact — CTaJIKUBaThCSA

semi — skilled — nony - kBanupuuupoBaHHbIN
trend — TeHaEHIIUS

standardize - ctanAapTU3UPOBATHCS

3.2.3 Find the word stems

Mechanization,  revolutionary, inconvenient, discussion,  basically,
organization, clerical commercial, cleanliness, unfavorable, development.

3.2.4 Read the text and ask some questions

While the mechanization of office work has been going on for over half a
century, a revolutionary development has taken place in the last twenty years.
Electronic equipment has been applied to virtually all branches of office work and its
use is steadily expanding. The most important piece of equipment is the computer. A
great deal of office work can be reduced to simple routine and routine operations are

43



easy to automate. In some ways office work is easier to automate than the production
of goods: figures and letters have none of the inconvenient natural properties of
materials.

Although automation has been an important subject of discussion, it is often
assumed that it does not differ basically from earlier forms of mechanization. This
assumption is not justified. The early office machines were designed to simplify and
speed up particular operations, and involved little or no change in organization. Both
punched card machinery and electronic equipment necessitate the introduction of a
computably rationalized system of work organization which eliminates many old
jobs. Automation also encourages the trend forward the centralization of
administrative and clerical functions, promoting the development of government,
commercial and educational data processing centers. Further, there are growing
possibilities for small and medium sized firms to use computers will the expansion of
facilities for the hiring of the time on a computer. All this will affect the working life
of an increasing number of office - workers.

The physical environment and working conditions of office — workers have
undergone many changes during this century. The automation of office work does
have some beneficial effects on the physical environment and working conditions of
employees. Lighting, space and cleanliness requirements are usually specified to
ensure efficiency and low maintenance costs. But there are some unfavorable
consequences. The office environment becomes much more like a factory, with a
constant high level of noise and vibration from the equipment. Employees have to
spend much more time on their foot and the speed with which the equipment operates
frequently entails a rapid, continuous working pace.

Electronic equipment does not produce physical fatigue, as some mechanical
equipment does. However, there is pressure for fast work in the preparation of data to
maximize the volume of work carried out by the equipment.

In the past there have been several changes in the nature of office work and in
the type of skills required of office employees. The early machines eliminated a great
deal of laborious routine work but did not displace skilled work. But the introduction
of automation necessitates an entire reorganization of work procedures and
computably changes the patterns of skill requirements in the office. The impact
depends largely on the previous degree of mechanizations. Where a computer system
is introduced directly into a manually operated office, the change will radically alter
the organization of work procedures, produce very different skill requirements and
substantially reduce the size of the staff. Where a computer system is introduced into
an office having punched card machinery, there will not be so many changes and the
reduction in the size of the staff will not be so great. In the automated office there is
no need for a large number of semi — skilled workers. There is a need for a small
number of skilled technical workers. In future the number of this will diminish as the
highly skilled work is simplified and standardized.

Such development raises the problem of training and retraining for
employment in the automated office. [1]

3.2.5 Read the text once more, what questions can you answer?
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3.2.6 Find the sentence with the main idea

1 Electronic equipment has been applied to virtually all branches of office
work and its use is steadily expanding.

2 Automation is often assumed that it does not differ basically from earlier
forms of mechanization.

3 The automation of office work does have some beneficial effects on the
physical environment and working conditions of employees.

4 In the automated office there is no need for a large number of semi — skilled
workers.

3.2.7 Find the equivalents

1) revolutionary a) much, many, a lot

2) electronic equipment b) get rid of

3) office work c) bringing about fundamental change

4) a great deal of d) effective operation

5) discussion e) computer

6) to simplify f) something done for another

7) efficiency g) a formal treatment of a topic in
speech or writing

8) fatigue h) to diminish

9) employee 1) the temporary loss of power

10) eliminate J) aworker

11) punched card k) a card with holes

3.2.8 Agree or disagree with the following statements

I agree I disagree

I think so I don’t think so

I suppose so I’m afraid I don’t agree...
Certainly I couldn’t agree with...

1 Electronic equipment does not produce physical fatigue, as some mechanical

equipment does.

2 The early machines eliminated a great deal of laborious routine work.

3 Computers did not displace skilled work.

4 In the automated office there is no need for a small number of semi — skilled
workers.

5 Automation encourages the trend towards the centralization of administrative
and clerical functions.

3.2.9 Make up a plan of the text. Retell the text according to the plan

3.3 Text II “The History of @”
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3.3.1 Read the text all through for general understanding before you try to
do the task

3.3.2 Read the options carefully. They may all have the same grammatical
form (e.g. clauses) or may be a set of different forms. Three of the options do not
fit into the text at all

3.3.3 Look carefully for words and phrases which refer forwards and
backwards in the text (e.g. pronouns, relatives, linkers, conjunctions, etc.)

3.3.4 When you've finished, read through the whole text again to check

3.3.5 For questions 1-6, read the following text and then choose from the
list A-J given below the best phrase to fill each of the numbered spaces. Write
one letter (A-J) in the correct box on your answer sheet. Each correct phrase
may only be used once. Some of the suggested answers do not fit at all. The
exercise begins with an example (0). Example: 0 —J

Question 1:

Even though all the options have the same grammatical form, option B, which
already ends with 'of, can be ruled out grammatically.

Question 2:

Look for the most logical use of jars.

Question 4:

Which option includes the 'contemporary meaning' of the symbol?

Question 6:

Look earlier in the paragraph; what are people in a 'race' to find?

The universal symbol of Internet era communications, the @ sign used in e-
mail addresses (0)...., is actually a 500-year-old invention of Italian merchants, a
Rome academic has revealed. Giorgio Stabile, a science professor at La Sapienza
University, claims (1).... of the symbol's use, as an indication of a measure of weight
or volume. He says the sign represents an amphora, a measure of capacity based on
the terracotta jars used (2) ... in the ancient Mediterranean world.

The professor unearthed the ancient symbol in the course of research for a
visual history of the 20th century, (3).... The first known instance of its use, he
says, occurred in a letter written by a Florentine merchant on May 4, 1536. He says
the sign made its way along trade routes to northern Europe, where it came (4) ..., its
contemporary accountancy meaning.

Professor Stabile believes that Italian banks may possess even earlier
documents bearing the symbol lying forgotten in their archives. 'The oldest
example could be of great value. It could be used for publicity purposes
and (5) ..., he says. The race is on between the mercantile world and the
banking world (6) .... [6]
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to describe the now omnipresent squiggle

to represent 'at the price of’

to see who has the oldest documentation of @

to transport grain and liquid

to save space and work

to be published by the Treccani Encyclopedia

to learn how popular it has become

to have stumbled on the earliest known example

to enhance the prestige of the institution that owned it
to signify the word 'at'

—rmIraoammoawe

3.3.6 Read the text “Kax mosiBuiCsS CHUMBOJ (@, M TIOYEMY MBI Ha3bIBAEM €TO
«cobaka»?” to get more information

Haranesa PomanoBa
21.10.2007 Texnuka u Uutepuer

Bpsin 51m cpenu UMHTEpHET-ayAUTOPUM BCTPETUTCS YEIOBEK, KOTOPOMY
HE3HAKOM JTOT CHUMBOJI (@. Ha ceTeBbIX MpocTopax OH MCHOJB3YETCS B KAaueCTBE
pa3ienurens MeXJy UMEHEM IOJIb30BATENII U UMEHEM XOCTa B CHHTAKCHCE aJpeca
3JICKTPOHHOM IMOYTHI.

Hexoropeie nesrenn HHTEpHET-IPOCTPAHCTBA HA3BIBAIOT 3TOT CUMBOJI «OJTHUM
U3 TJABHBIX I[ION-CUMBOJIOB COBPEMEHHOCTH, CHTHATOM HAIIero oOIIero
KOMMYHHUKAIIMOHHOTO MPOCTPAaHCTBa». HECKOIBKO BBICOKOIIAPHO, HA MOM B3I, HO
O BCEMHMPHOM IIPU3HAHUM OTOrO CHUMBOJIA, M KaK JaX€ HHOrJa OTMEYaroT,
«KAaHOHUW3AIUW» CBUJCTEILCTBYET crheaywomuii ¢dakr. B depame 2004 roma
MexyHapoAHbIA COI03 JIEKTPOCBSA3H BBEN B a30yky Mop3se koj st cuMBodia @, (°
*), Uit ynoOCTBa nepeavyu aipecoB IEKTpoHHOUM nouTkl. Ko coBMemaer
natuHckue 0ykBbl A 1 C U oTpakaeT MX COBMECTHOE rpaduyecKkoe HalMcaHue.

[Toucku MCTOKOB CHMMBOJA (@ yBOAAT HAc Mo MeHblied mepe B XV Bek, a
BO3MOXHO, €III€ JaJIbIIe, XOTs JIMHIBUCTHI U najeorpadbl 10 CUX MOP PaCXOSATCS BO
MHEHHSIX 110 3TOMY BOIIPOCY.

ITpodeccop Ixopmxuo Cradune (Giorgio Stabile) BBIIABHHYJT TaKyro
runoresy. B gokymente XVI B., HanucaHHOM (IOPEHTUICKUM KYIIIOM,
YIOMHHAJIACh «IleHa OJIHON A BuHa» (BO3MOKHO, amdopsl). [Ipu aTom OykBa A, 110
TOTJAITHEH Tpaaunuu, ObUIa YyKpalieHa 3aBUTKOM U BBITJISAENa Kak  (@.
AMepuKkaHCKu# y4ueHbl bepTonba YiimaH BeIIBUHYI IPEANOIO0KEHNE, YTO 3HAK (@)
ObUT M300peTeH CpeIHEBEKOBBHIMH MOHAaXaMHU IJIsi COKpAIlleHUs JIATUHCKOTO CJOBa
«ad», koTOpoe dYacTo ymoTpeONsAIOoCh B KayecTBE YHHUBEPCAJIBHOTO CJIOBA,
O3HAYAIOIIETO «HA», «B)», «B OTHOLICHUW» U T.II.

B wucnanckoM, mopTyraiabCKoM, (PpaHIy3CKOM s3bIKax Ha3BaHUE CHMBOJA
IPOUCXOJUT OT CJI0Ba «appoba» — cTapoucCllaHCKasi Mepa Beca, OK. 15 Kr., koTopas
COKpalll€HHO 0003HaYanach Ha MUCbME 3HAKOM (@.
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CoBpemenHoe o(duIIMaTbHOE Ha3BaHHE CHMBOJA «KOMMEpUeckoe aty Oepér
CBOE MPOMCXOXKICHUE W3 CUeTOB, Hampumep, 7 widgets @ $2 each = $14, gto
nepeBonutcst kak 7 mr. no 2§ = 14$. IlockonbKy 3TOT CHMBOJI MPHUMEHSUICS B
Ou3zHece, OH OBUT pa3MelI€éH Ha KilaBUaTypax NUIIYIIMX MAaIlIMHOK MU OTTyJa
epeKoYeBall Ha KOMIIbIOTED.

PacnpocTpaneHreM JaHHOTO CHMBOJIAa Ha CETEBBIX MPOCTOPAX MbI 00s3aHbI
IpaoTIy DSJEKTPOHHOW mouThl TomiMHCOHY. VIMEHHO OH OBUT TeM caMbIM
YeJIOBEKOM, KOTOpbIA BbIOpan cumBoi (@. Korma yke HaMHOro TMO3JIHEE €ro
CIPOCUJIH, MOYEMY OH BbIOpan 3TOT KOHKPETHBIM 3HAYOK, OH OTBETUJ MPOCTO: «S1
UCKaJl Ha KJIaBUAType 3HAK, KOTOPBIA HE MOl BCTPETUTHCSA HU B OJHOM HMEHU U
BBI3BAaTh MTyTAHUILY».

Takoli cumBoJI TTOHAMOOMICST TOMIMHCOHY B TOT IEPUOJ, KOT/Ia OH paboTal
HaJ[ CO3/JaHUEM CHUCTEMBbI cooOlIeHuil B cetu Arpanet (mpapoautenbHuie Internet).
[Io cytm oH Ao0mKeH ObLI NPUAYMATh HOBYIO CXEMY aJpecaluu, KoTtopas Obl
UACHTU(ULIMPOBAJIa HE TOJBKO MOJydyaTesleld, HO M KOMIBIOTEPbI, Ha KOTOPBIX
HAaXOJWINCh MX TOYTOBble sIMKU. [ 3Toro ToMIMHCOHY MOHanOOMIICA
paszenuTenb, U €ro, B OOIIEM-TO, Ciy4yailHblii BbIOOp man Ha 3HakK (@. I[lepBbiM
CEeTEeBbIM ajipecoM ObLT tomlinson@bbn-tenexa.

B Poccuu nosib3oBaTenu yaiie BCEro Ha3bIBAlOT CUMBOJI «(@» «C00aKoi», u3-
3a dvero e-mail azapeca, oOpa3oBaHHbIE OT JMYHBIX UMEH U (QamMuwinii, uHOTrIa
NpUOOPETAIOT HEIUIENPUATHYIO OKpacKy. JIroOOMbITHO, YTO JaHHBIM CHUMBOJI
UCIOJIB3YIOT B CBOEM TBOPYECTBE KaK HApOJHBIE TAJAHTHl (HAIPUMEp, ILIyTKa:
«IIponana cobaka, (@ He mpennaratb»), Tak U odurmanbabie Xoxmaun — KBHuku
(mampumep, «chubajs@sveta.nety).

Ho Bce xe: mouemy uMeHHO «coOaka»? CyliecTByeT HECKOJIBKO BepcHit
IPOUCXOKIEHHUS ITOr0 3a0aBHOTO Ha3BAHUSI.

Bo-nepBbIX, 3HAYOK JEHCTBUTENBHO IMOX0X HA CBEPHYBIIYIOCA KaJauMKOM
cobauky.

Bo-BTOpBIX — OTPHIBUCTOE 3BYyYaHUE AHTJIMHUCKOTO «at» HEMHOT'O HAlIOMUHAET
co0ayuii nai.

B-TpeTbux, mnpu U3pSAHOM BOOOpPaKEHHWU BBl MOXKETE€ PACCMOTPETH B
Ha4YepTaHUAX CUMBOJA MPAKTHUECKH BCE OYKBBI, BXOJSIIHUE B CIOBO «coOaka», HY
pa3Be uTo, 32 UCKIIOYEHUM «K».

Ho camoii pomaHTH4HOW sIBIsieTCs clieayromias JiereHaa: «JlaBHbIM-IaBHO,
KOTJIa KOMIBIOTEPHI ObUIM OONBIIMMH, a JUCIUIEH — UCKIIOYUTEIBHO TEKCTOBBIMH,
KWIa-Oblsla TOMyJIsIpHAsT UWrpa C HEMyApsAIUM  HazBaHueM  «Adventurey
(«ITpukirouenuey). CMbICIOM €€ OBUIO MyTEMIECTBUE MO CO3JAHHOMY KOMITBIOTEPOM
MaOUPUHTY B TOUCKAaX COKPOBHUI M CPaXEHHUs C BPEIOHOCHBIMHU IOA3EMHBIMU
TBapsAMU. [Ipu 3TOM 1aOMPUHT Ha SKpaHe ObLT HAPUCOBAH CUMBOJIAMH «!», «+» U «-»,
a Urparolui, K1aabl U BpaXXJAeOHbIE MOHCTPHI 0003HAYAINCh Pa3IUYHBIMU OyKBaMHU
¥ 3HauKamu. [Iprdem no crokeTy y urpoka ObUl BEpHBI OMOIIHUK — [1€C, KOTOPOIO
MOKHO OBUIO OTHpPaBJATh B KaTakoMObl Ha pa3BeAky. M o0o3Hayancs oH, KOHEYHO
e, 3HAUKOM (@)».

48



OTO 71U CTajl0 MEpPBONPUYMHON OONICHPUHSATOrO HBIHE HA3BaHUS, WIH,
HA000POT, 3HAYOK OBLT BEIOpAH IMOTOMY, YTO YK€ TaK HA3bIBAJICSA, — 00 3TOM JIETeH/Ia
yMaT4lBaerT.

CrpaBeyIMBOCTH paJd HAJIO0 OTMETUTh, 4TOo B Poccum «cobaka» Ha3bIBaeTCs
TaKk)Xe COOAUKOM, JIATYIIKOM, TUTIOLIKOM, YXOM, 0apaHOM U JIaxe KPSIKO3sI0pOH.

B npyrux crpaHax 3TOT CHMBOJ acCCOIMUPYETCS C Pa3HBIMU MPEIMETaAMHU.
Hwxe npuBezeH aajneko He MOJHBIA CIHMCOK TOTO, KaK HA3bIBAIOT CUMBOJI «(@» B
JIPYTUX CTpaHax.

Bonrapus — ki1pom06a i MaiMyHCKO a («00e3bsiHa Ay),

Hunepnanae — apenstaartje («00e3bHUN XBOCTHKY ),

N3paunnp — «iutpynensy,

Wcnanus — kak ¥ Mepa Beca «arrobay,

®paHius — Ta ’Ke Mepa Beca «arrobase,

I'epmanus, [Tonbima — 00e3bsHUN XBOCT, 00€3bSIHBE YXO0, CKpEeTKa, 00e3bsHa,

Nramms — «chiocciolay — ynutka,

Hanus, Hopserus, [lIBenus — «snabel-a» — «pbuio a» i CJIOHOBBINA X000T,

UYexusi, CioBakusi — poJIbBMOIIC (CEJb/Ib M0 MAPUHAIOM),

Awmepuka, QUHIISIHAUS — KOIIIKA,

Kwraii, TaiiBaHb — MBIIIIOHOK,

Typuus — po3ouka,

B CepOun — «4OKHyTast Ay,

BO BreTHaMe — «CKkproueHHass Ay,

Ha YKpauHe — «PaBIuK» (YIUTKA), KIIECUK» WUITU OIISITh K€ «Co0aKay.

Kak BuauTe, y MHOTMX HapoJIOB 3HAaK (@ BBI3BIBAECT ACCOIMAIMIO C YIOTHO
YTPOUBIIUMCS 3BEPHKOM, Y HEKOTOPBIX C AllIETUTHBIM IITPYIAEIEM WIIA CEIEA0YHBIM
pYJIETOM, TO3THYHbIC TYPKH CPaBHUJIU C I[BETKOM, a BOT JAMCIUIIMHUPOBAHHbBIC
STIOHIIBI UCTIONIB3YIOT aHTIUHCKOoe «attomark» 0e3 BCAKMX MOITUYSCKUX CPaBHEHUH.

[7]
3.4 Text III “Computer Tantrums”
3.4.1 Refer to the words in brackets and put in the right nouns

A clever computer built at Imperial College, London, often suffers from (bore)”

boredom. The computer was built to find out about human (communicate) 2 ....

The computer acquired a simple vocabulary in the same way as babies do:
through (babble)?.... It is common (know)* - that when babies babble, it is a
(prepare) ¥ - for speech. When babies make sounds like real words, they are
encouraged to remember them. With (encourage) © ... from their parents, babies
quickly build up their vocabulary. In the same way, the clever computer learnt to use
real words. For example, it learnt to identify a black cat. It was then shown a white
cat to test how good it was at (recognize)” .... It refused to co-operate because the
(solve)? ... to the problem was too easy. At first this (refuse)” .... puzzled scientists,
but then they decided the computer was having a tantrum. 'It just sits there and goes
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on strike,' a (science) ' ... said. These clever computers must also be taught good
(behave)™ .... [8]

The computer was having a tantrum!
3.5 Text IV “Types of translation demand”
3.5.1 Read the text and be ready to answer the questions:

1 How many basic types of translation demand are there?
2 What do you think the main demand is?
3 What translation software do you use?

When giving any general overview of the development and use of machine
translation (MT) systems and translation tools, it is important to distinguish four basic
types of translation demand. The first, and traditional one, is the demand for
translations of a quality normally expected from human translators, i.e. translations of
publishable quality — whether actually printed and sold, or whether distributed
internally within a company or organisation. The second basic demand is for
translations at a somewhat lower level of quality (and particularly in style), which are
intended for users who want to find out the essential content of a particular document
— and generally, as quickly as possible. The third type of demand is that for
translation between participants in one-to-one communication (telephone or written
correspondence) or of an unscripted presentation (e.g. diplomatic exchanges.) The
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fourth area of application is for translation within multilingual systems of information
retrieval, information extraction, database access, etc.

The first type of demand illustrates the use of MT for dissemination. It has

been satisfied, to some extent, by machine translation systems ever since they were
first developed in the 1960s. However, MT systems produce output which must
invariably be revised or ‘post-edited’ by human translators if it is to reach the quality
required. Sometimes such revision may be substantial, so that in effect the MT
system is producing a ‘draft’ translation. As an alternative, the input text may be
regularised (or ‘controlled’ in vocabulary and sentence structure) so that the MT
system produces few errors which have to be corrected. Some MT systems have,
however, been developed to deal with a very narrow range of text content and
language style, and these may require little or no preparation or revision of texts.
In recent years, the use of MT systems for dissemination purposes has been
augmented by developments in translation tools (e.g. terminology databases and
translation memories), integrated in authoring and publishing processes. These
‘translation workstations’ are more attractive to human translators. Whereas, with
MT systems translators see themselves as subordinate to the machine, in so far as
they edit, correct or re-translate the output from a computer, with translation
workstations (or workbenches) the translators are in control of computer-based
facilities, which they can accept or reject as they wish.

The second type of demand — the use of MT for assimilation — has been met in
the past as, in effect, a by-product of systems designed originally for the
dissemination application. Since MT systems did not (and still cannot) produce high
quality translations, some users have found that they can extract what they needed to
know from the unedited output. They would rather have some translation, however
poor, than no translation at all. With the coming of cheaper PC-based systems on the
market, this type of use has grown rapidly and substantially.

With the third type — MT for interchange — the situation is changing quickly.
The demand for translations of electronic texts on the Internet, such as Web pages,
electronic mail and even electronic ‘chat’ lists, is developing rapidly. In this context,
the possibility of human translation is out of the question. The need is for immediate
translation in order to convey the basic content of messages, however poor the input.
MT systems are finding a ‘natural’ role, since they can operate virtually or in fact in
real-time and on-line and there has been little objection to the inevitable poor quality.
Another context for MT in personal interchange is the focus of much research. This is
the development of systems for spoken language translation, e.g. in telephone
conversations and in business negotiations. The problems of integrating speech
recognition and automatic translation are obviously formidable, but progress is
nevertheless being made. In the future — still distant, perhaps — we may expect on-line
MT systems for the translation of speech in highly restricted domains.

The fourth type of MT application — as components of information access
systems — is the integration of translation software into: (1) systems for the search and
retrieval of full texts of documents from databases (generally electronic versions of
journal articles in science, medicine and technology), or for the retrieval of
bibliographic information; (i1) systems for extracting information (e.g. product
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details) from texts, in particular from newspaper reports; (iii) systems for
summarising texts; and (iv) systems for interrogating non-textual databases. This
field is the focus of a number of projects in Europe at the present time, which have
the aim of widening access for all members of the European Union to sources of data
and information whatever the source language. [9]

3.5.2 Tell a few words about your own experience of machine translation
3.6 Text V “Types of computers”

3.6.1 Read the passages carefully. Choose the key word or sentence that
best sums up the main idea of each paragraph. Title the paragraphs

There are two types of computers, the analogue and the digital. Basically,
today's analogue computer is a device-for measuring such physical quantities as
lengths and voltages and, through a mechanical linkage, exhibiting the measurement
as a numerical value. However, the analogue computer is limited to special classes of
problems and when most people say "computer" today, they mean the digital
computer, which is a marvel of precision and accuracy, for it works with specific
units rather than approximations.

The modern electronic digital-computer counts with incredible speed using
only two numbers-the one and zero of what mathematicians call the binary system.
The counting ability of the computer is used to feed it information. But first the
information is translated into a code. 'The information is then stored in a memory
bank made of magnets. The direction in which electrical signals run through the
magnets means one or zero, yes or no off and on. Each magnet contains one piece of
information called a bit. A large computer system can store hundreds of millions of
such information bits. But information by itself is useless. The computer must be told
what to do with it - to add, subtract, multiply, or divide the coded pulses stored in its
memory. Parts of that memory contain instructions, prepared by a human brain, that
provide the computer with the road to follow in order to solve a problem. These
instructions are called the program.

What makes the computer different from an adding machine is that the com-
puter can modify its instructions. If a problem cannot be solved by following one
route, the computer can search its memory for another set of instructions until the
solution is found. And it does all this at superhuman speeds. The on-off switching of
the computer's logic circuits has been locked a billionth of a second. That is to one
second what one second is to thirty years

But the computer cannot actually think, performs all of its functions by route.
Once an answer is achieved, another program within the memory tells the computer
how to display the solutions, to type it out on paper, display it as pictures or words on
a television screen, or perhaps even to speak the answer in words a man can hear in
every field of human endeavor the body of knowledge is being swollen to the
bursting point by a flood of new facts, which by their existence help to generate still
more facts until the mass of information threatens to engulf us. But the problem can
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be controlled and reduced to usable proportions by the computer. All that is required
is a human mind at one end of the system with enough sense to say "Halt! I've
learned just about all I want to know about wickets." This will become the touchstone
to the computerized library of the 21st century, in which requests for information will
be answered instantly and as fully as the user wants.

3.6.2 Look through the passages and find the English equivalents for the
following Russian phrases

MEXaHUYeCKasi CBS3b; YHUCJICHHBIC 3HAYEHUS; YYJAO TOYHOCTH, TOYHBIE
CAVHUIIBI, a HE NPUONKEHHbIE 3HAYCHUS; HEBEPOATHAS CKOPOCTh;, CIEAys IO
OJIHOMY MAapHIPYyTy; CHCT€Ma KOMAaH]I; CHHXPOHHO; KaK TOJIbKO TMOJYYUT OTBET;
OCEJIOK (MpOOHBIN KaMEHB)

3.6.3 Find in B the equivalents or words meaning more or less the same as
the words in A

A 1 digit; 2 linkage; 3 store; 4 brain; 5 marvel; 6 route; 7 to perform; 8 to
swell; 9 to engulf; 10 accuracy.

B a) intellect; b) anything wonderful; c) to do; d) a system of connections; €) to
expand; f) integer under 10; g) way to be followed; h) to swallow up; 1) memory; j)
precision.

3.6.4 Fill in the blanks with the information taken from the text

1 There are two types of computers—the ... and the....

2 The ... computer is limited to special classes of problems, while the ...
computer is widely used.

3 The digital computer counts with incredible speed using the ... system of two
numbers the ... and the....

4 Before feeding the information is translated into a....

5 The information is stored in a ... bank.

6 The mathematical operations performed by a computer are ..., and a....

7 A piece of information is called a....

8 A program is a set of... to be followed.

9 A computer performs all its functions by....

10 Once an answer is achieved, it may be displayed either ... or... or....

3.6.5 Think and say about

1 Types of computers and their applications;

2 Memory of a computer and computerized library;
3 Programs and their routes;

4 Means of displaying the output
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3.7 Text VI “Great strides in computer technology”
3.7.1 Read the text, translate it

Still faster means of getting at computer-stored information must be developed.
The problems of communicating with the computer are becoming increasingly
apparent. Punch cards, typewriter terminals, and paper tapes ail demand special codes
and computer languages. Such a situation can no longer be accepted, for computers
already calculate at a blinding pace, and their speeds are steadily increasing.

The great leap forward in computer technology was attained in 1947 with the
development of the transistor. Transistors can perform all of the functions of vacuum
tubes but are flea-sized by comparison and require only a fraction as much power to
operate. The transistor is made of a semiconductor, a crystal that conducts electricity
better than glass, though not as well as metal. The manufacture of a transistor starts
with a single pure crystal of semiconductor, such as germanium. The addition of very
small amounts of a chemical impurity such as arsenic introduces excess electrons into
the crystal lattice. These electrons can move easily to carry electricity. Other atomic
impurities such as boron soak up electrons from the lattice and thus create
deficiencies, or holes, -where there are no electrons. The hole, in effect, is a positive
charge, the opposite of a negatively charged electron. Both holes and electrons skip
through the material with ease.

Arsenic- and boron-doped crystals are sliced into wafers and then sandwiched
together so that alternating layers containing either free electrons or holes face each
other. Holes and electrons, carrying opposite electrical charges, are attracted to each
other and a few drift across the junction, creating an electrical field.

By adding electrical contact points to each of the layers in the sandwich, a
transistor is created.

Current flowing between two of the contact points can be controlled by sending
an electrical signal to a third point. The signal can thus be amplified from fifty to
forty thousand times. Moreover, the current keeps step with the incoming signal, so
that when it is pumped back out again, the signal is a precisely amplified image of the
original signal.

By 1955 the transistor was replacing the vacuum tube in computers, shrinking
their size and increasing their speed. The transition from vacuum tubes to transistors
was but the first step however. Integrated circuits that combine both amplifiers and
other electrical components on slivers of material far smaller than even transistor are
shrinking the size of the computer still further. The integrated circuits (1C) conserve
space, and they also save time and the effort of linking up individual components.
This means that a quarter-inch chip containing five or six complete circuits can move
information across its route faster than a transistorized circuit because every element
within it is closer that are the elements of transistors. On the horizon is yet another
shrinkage, which will be made possible by a process, still undeveloped, called large-
scale integration, or LSI. An LSI chip will be only a tenth of an inch square and will
carry as many as one hundred circuits. The difference between an LSI chip and a 1C
chip may seem like hairsplitting, but on such negligible differences are built great
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strides in computer technology.

The limiting speed on computers is the speed of light. Computer engineers
used this fact to create a standard measure-the light-foot-by which to clock computer
speeds. It is defined as the distance about twelve inches that light travels in a billionth
of a second. Miniaturization will narrow the gap between circuits and so reduce the
number of light-feet that must be traversed through the logic circuits. But there are
still other limitations that must be overcome before computer processing will be rapid
enough to satisfy the demands of perfectionists.

3.7.2 Read the passage and answer the question

How many and what steps were there in the computer technology
development?

3.7.3 Look through the passage and find the English equivalents for the
following Russian phrases

C OCJIENUTENBHOW CKOPOCTHIO; MOCTOSHHO BO3PACTAIOT; OOJIBILION CKAaYOK BIIE-
ped; pasmepoM c OJOXy; XMMHYECKash MPUMECh; M30BITOYHBIE AJIEKTPOHBI; KpH-
CTaJUIMYECKass pELIeTKa; KPUCTayl, JIETUPOBAHHBIA MBILIBSIKOM; paspe3arbs Ha
IIOJIyIIPOBOJHUKOBBIC IUIACTUHBI; IEPEMEXKAIOIIUECS CIIOW; JKOHOMUT BpEMs U
YCWIIHSI; MEJIOYHBIN TIEJAHTU3M; MPEHEOPEKUMO Masible pa3indusi; OONbIINE YCIEXH
B TEXHOJIOTMH; IIPEAEIbHASI CKOPOCTH; JIFOJIH, 3aHUMAIOIIMECS] COBEPIICHCTBOBAHUEM

3.7.4 Match each word in A with that in B which means the opposite

A B

excess, on,

off, impurity,
purity deficiency,
subtract, sense,
divide, add,

pure, multiply,
nonsense doped

3.7.5 Answer the following questions based on the information found in
the text or on your own experience and thinking

1 How many great leaps forward were made in the development of the com-
puter technology?

2 What was the technology of the first generation of computers'?

3 Why were the first computers so bulky and speed-limited?

4 When were transistors invented?

5 What were the advantages of transistor technology?
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6 What is the technology of a transistor?

7 What further still greater leap forward in the computer technology was made
after 19557

8 What still greater opportunities did the 1C technology provide?

9 What does LSI means?

10 How many circuits does a single LSI chip carry?

11 What other problems do there remain in computer technology?

12 How this problems be solved?

13 What is the limiting speed on computers?

14 What can reduce the number of light-feet that must be traversed through the
logic circuits?

3.7.6 Think and say about

1 The history of the computer technology;
2 The process of transistor manufacturing;
3 The advantages of modern IC and LSI technologies.

3.8 Text VII “Stages of programming”
3.8.1 Read the international words and guess their meaning

fundamental, principle, student, routine, actual, list, planning, coding,
programming, symbolic, final, procedure.

3.8.2 Read the text and translate it

The fundamental principles of coding and programming are connected with the
stages of programming.

The terms «coding and programming" are often used as synonyms. However,
"a code" is more specifically a short list of instructions that direct the computer to
perform only a part of the entire calculations, whereas the term "program" refers to
the complete list of instructions used for the problem. Hence the term "programming"
usually includes the over-all planning of the use of the computer for a particular
problem as well as the writing of the instructions lists, or codes, whereas 'coding' is
usually limited in meaning to the writing of the instructions lists. Sometimes a code
is called a routine.

There are five stages of programming. First, the computations to be performed
must be clearly and precisely defined. The over- all plan of the computations is
diagramed by means of so-called flow chart. The second stage is the actual
coding. It is often best to write a code in terms of a symbolic language first, for then
changes are easily made. Numbers are assigned for the symbols, and the final code is
prepared.  In the third stage some procedure is used to get the code into the memory
of the computer. The fourth stage consists of debugging the code, i.e., detecting
and correcting any errors.
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The fifth and final stage involves running the code on the computer and
tabulating the results. In fact, it is well known that a single error in one instruction
invalidates the entire code. Hence, programming is a technique requiring attention to
details without loosing sight of the over-all plan.

3.8.3 Retell the text
3.9 Text VIII "Short History of the Computer"
3.9.1 Read the text

Table of Contents
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In the beginning

The history of computers starts out about 2000 years ago, at the birth of the
abacus, a wooden rack holding two horizontal wires with beads strung on them.
When these beads are moved around, according to programming rules memorized by
the user, all regular arithmetic problems can be done. Another important invention
around the same time was the Astrolabe, used for navigation.

Blaise Pascal is usually credited for building the first digital computer in 1642.
It added numbers entered with dials and was made to help his father, a tax collector.
In 1671, Gottfried Wilhelm von Leibniz invented a computer that was built in 1694.
It could add, and, after changing some things around, multiply. Leibnitz invented a
special stopped gear mechanism for introducing the addend digits, and this is still
being used.

The prototypes made by Pascal and Leibnitz were not used in many places, and
considered weird until a little more than a century later, when Thomas of Colmar
(A.K.A. Charles Xavier Thomas) created the first successful mechanical calculator
that could add, subtract, multiply, and divide. A lot of improved desktop calculators
by many inventors followed, so that by about 1890, the range of improvements
included:

1 Accumulation of partial results;

2 Storage and automatic reentry of past results (A memory function);

3 Printing of the results.

Each of these required manual installation. These improvements were mainly
made for commercial users, and not for the needs of science.
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Babbage

While Thomas of Colmar was developing the desktop calculator, a series of
very interesting developments in computers was started in Cambridge, England, by
Charles Babbage (of which the computer store" "Babbages" is named), a mathematics
professor. In 1812, Babbage realized that many long calculations, especially those
needed to make mathematical tables, were really a series of predictable actions that
were constantly repeated. From this he suspected that it should be possible to do these
automatically.

He began to design an automatic mechanical calculating machine, which he
called a difference engine. By 1822, he had a working model to demonstrate with.
With financial help from the British Government, Babbage started fabrication of a
difference engine in 1823. It was intended to be steam powered and fully automatic,
including the printing of the resulting tables, and commanded by a fixed instruction
program.

The difference engine/ although having limited adaptability and applicability/
was really a great advance. Babbage continued to work on it for the next 10 years, but
in 1833 he lost interest because he thought he had a better idea — the construction of
what would now be called a general purpose/ fully program-controlled/ automatic
mechanical digital computer. Babbage called this idea an Analytical Engine. The
ideas of this design showed a lot of foresight/ although this couldn't be appreciated
until a full century later.

The plans for this engine required an identical decimal computer operating on
numbers of 50 decimal digits (or words) and having a storage capacity (memory) of
1,000 such digits. The built-in operations were supposed to include everything that a
modern general - purpose computer would need, even the all important Conditional
Control Transfer Capability that would allow commands to be executed in any order,
not just the order in which they were programmed.

The analytical engine was soon to use punched cards (similar to those used in
a Jacquard loom), which would be read into the machine from several different
Reading Stations. The machine was supposed to operate automatically, by steam
power, and require only one person there.

Babbage's computers were never finished. Various reasons are used for his
failure. Most used is the lack of precision machining techniques at the time. Another
speculation is that Babbage was working on a solution of a problem that few people
in 1840 really needed to solve. After Babbage, there was a temporary loss of interest
in automatic digital computers.

Between 1850 and 1900 great advances were made in mathematical physics,
and it came to be known that most observable dynamic phenomena can be identified
by differential equations (which meant that most events occurring in nature can be
measured or described in one equation or another), so that easy means for their
calculation would be helpful.

Moreover, from a practical view, the availability of steam power caused
manufacturing (boilers), transportation (steam engines and boats), and commerce to
prosper and led to a period of a lot of engineering achievements. The designing of
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railroads and the making of steamships, textile mills, and bridges required differential
calculus to determine such things as:

- center of gravity,

- center of buoyancy,

- moment of inertia,

- stress distributions.

Even the assessment of the power output of a steam engine needed
mathematical integration. A strong need thus developed for a machine that * could
rapidly perform many repetitive calculations.

Use of Punched Cards by Hollerith

A step towards automated computing was the development of punched cards/
which were first successfully used with computers in 1890 by Herman Hollerith and
James Powers, who worked for the US. Census  Bureau. They developed devices
that could read the information that had been punched into the cards automatically,
without human help. Because of this, reading errors were reduced dramatically, work
flow increased, and, most importantly, stacks of punched cards could be used as
easily accessible memory of a most unlimited size. Furthermore, different problems
could be stored on different stacks of cards and accessed when needed.

These advantages were seen by commercial companies and soon led to the
development of improved punch-card using computers created by International
Business Machines (IBM), Remington (yes, the same people that make shavers),
Burroughs, and other corporations. These computers used electromechanical devices
in which electrical power provided mechanical motion — like turning the wheels of
an adding machine. Such systems included features to:

feed in a specified number of cards automatically,

add, multiply, and sort,

feed out cards with punched results

As compared to today's machines, these computers were slow, usually *
processing 50 - 220 cards per minute, each card holding about 80 decimal numbers
(characters). At the time, however, punched cards were a huge step "forward. They
provided a means of I/0O, and memory storage on a huge scale.

For more than 50 years after their first use, punched card machines did most of
the world's first business computing, and a considerable amount of the computing
work in science.

Electronic Digital Computers

The start of World War II produced a large need for computer capacity/
especially for the military. New Weapons were made for which trajectory tables and
other essential data were needed. In 1942, John 0. Eckert, John W. Mauchly and their
associates at the Moore school of Electrical Engineering of University of
Pennsylvania decided to build a high - speed electronic computer to do the job. This
machine became known as ENIAC (Electrical Numerical integrator And Calculator)

The size of ENIAC's numerical "word" was 10 decimal digits, and it could
multiply two of these numbers at a rate of 300 per second, by finding the value of
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each product from a multiplication table stored in its memory. ENIAC was therefore
about 1,000 times faster then the previous generation of relay computers.

ENIAC used 18,000 vacuum tubes, about 1,800 square feet of floor space, and
consumed about 180,000 watts of electrical power, it had punched card I/O, 1
multiplier, 1 divider/square rooter, and 20 adders using decimal ring counters, which
served as adders and also as quick-access (.0002 seconds) read-write register storage.
The executable instructions making up a program were embodied in the separate
"units" of ENIAC/ which were plugged together to form a "route" for the flow of
information.

These connections had to be redone after each computation, together with
presetting function tables and switches. This "wire your own" technique was
inconvenient (for obvious reasons), and with only some latitude could ENIAC be
considered programmable. It was, however, efficient in handling the particular
programs for which it had been designed.

ENIAC is commonly accepted as the first successful high - speed electronic
digital computer (EDC) and was used from 1946 to 1955. A controversy developed in
1971, however, over the patentability of EN1IACS basic digital concepts, the claim
being made that another physicist, John V. Atanasoff, had already used basically the
same ideas in a simpler vacuum - tube device he had buiit in the 1930's while at lowa
State College. In 1973 the courts found in favor of the company using the Atanasoff
claim.

The Modern Stored Program EDC

Fascinated by the success of ENIAC, the mathematician John Von Neumann
undertook, in 1945, an abstract study of computation that showed that a computer
should have a very simple, fixed physical structure, and yet be able to execute any
kind of computation by means of a proper programmed control without the need for
any change in the unit itself.

Von Neumann contributed a new awareness of how practical, yet fast
computers should be organized and built. These ideas, usually referred to as the
stored - program technique, became essential for future generations of high - speed
digital computers and were universally adopted.

The Stored - Program technique involves many features of computer design
and function besides the one that it is named after. In combination, these features
make very - high - speed operation attainable. A glimpse may be provided by
considering what 1,000 operations per second means. If each instruction in a job
program were used once in consecutive order, no human programmer could generate
enough instruction to keep the computer busy.

Arrangements must be made, therefore, for parts of the job program (called
subroutines) to be used repeatedly in a manner that depends on the way the
computation goes. Also, it would clearly be helpful if instructions could be changed if
needed during a computation to make them behave differently.

Von Neumann met these two needs by making a special type of machine
instruction, called a Conditional control transfer - which allowed the program
sequence to be stopped and started again at any point - and by storing all instruction
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programs together with data in the same memory unit, so that, when needed,
instructions could be arithmetically changed in the same way as data.

As a result of these techniques, computing and programming became much
faster, more flexible, and more efficient with work. Regularly used subroutines did
not have to be reprogrammed for each new program, but could be kept in "libraries"
and read into me more only when needed. Thus, much of a given program could be
assembled from the subroutine library.

The all - purpose computer memory became the assembly place in which all
parts of a long computation were kept/ worked on piece by piece, and put together to
form the final results. The computer control survived only as an "errand runner" for
the overall process. As soon as the advantage of these techniques became clear/ they
became a standard practice.

The first generation of modern programmed electronic computers to take
advantage of these improvements were built in 1947. This group included computers
using Random - Access - Memory (RAM), which is a memory designed to give
almost constant access to any particular piece of information.

These machines had punched - card or punched tape I/O devices and RAM's of
1,000 - word capacity and access times of .5 Greek MU seconds (5*10-6 seconds).
Some of them could perform multiplications in 2 to 4 MU seconds. Physically, they
were much smaller than ENIAC. Some were about the size of a grand piano and used
only 2,500 electron tubes, a lot less then required by the earlier ENIAC. The first -
generation stored - program computers needed a lot of maintenance, reached
probably about 70 to 80 % reliability of operation (ROO) and were used for 8 to 12
years. They were usually programmed in ML, although by the mid 1950's progress
had been made in several aspects of advanced programming. This group of
computers included EDVAC and "UNIVAC, the first commercially available
computers.

Advances in the 1950's

"Early in the 50's two important engineering discoveries changed the image of
the electronic - computer field, from one of fast but unreliable hardware to an image
of relatively high reliability and even more capability. These discoveries were the
magnetic core memory and the Transistor - Circuit Element. These technical
discoveries quickly found their way into new models of digital computers. RAM
capacities increased from 8,000 to 64,000 words in commercially available machines
by the 1960's, with access times of 2 to 3 MS (Milliseconds).

These machines were very expensive to purchase or even to rent and were
particularly expensive to operate because of the cost of expanding programming.
Such computers were mostly found in large computer centers operated by industry,
government, and private laboratories - staffed with many programmers and support
personnel. This situation led to modes of operation enabling the sharing of the high
potential available.

One such mode is batch processing, in which problems are prepared and then
held ready for computation on a relatively cheap storage medium. Magnetic drums,
magnetic - disk packs, or magnetic tapes were usually used. When the computer
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finishes with a problem it "dumps" the whole problem (program and results) on one
of these peripheral storage units and starts on a new problem.

Another mode for fast powerful machines is called time - sharing. In time -
sharing, the computer processes many jobs in such rapid succession that each job
runs as if the other jobs did not exist, thus keeping each "customer" satisfied. Such
operating modes need elaborate executive (EXE) programs to attend to the
administration of the various tasks.

Advances in the 1960's

In the 1960's, efforts to design and develop the fastest possible computer with
the greatest capacity reached a turning point with the LARC machine, built for the
Livermore Radiation Laboratories of the University of California by the Sperry -
Rand Corporation, and the Stretch computer by IBM. The LARC had a base memory
of 98,000 words and multiplied in 10 Greek MU seconds. Stretch was made with
several degrees of memory having slower access for the ranks of greater capacity, the
fastest access time being less then 1 Greek MU Second and the total capacity in the
vicinity of 100,000,000 words.

During this period, the major computer manufacturers began to offer a range of
capabilities and prices, as well as accessories such as:

-Consoles

-Card Feeders

-Page Printers

-Cathode - ray - tube displays

-Graphing devices

These were widely used in businesses for such things as:

-Accounting

-Payroll

-Inventory control

-Ordering Supplies

-Billing

CPU's for these uses did not have to be very fast arithmetically and were
usually used to access large amounts of records on file, keeping these up to date. By
far, the most number of computer systems were sold for the more simple uses, such
as hospitals (keeping track of patient records, medications, and treatments given).
They were also used in libraries, such as MEDLARS, the National Medical Library
retrieval system, and in the Chemical Abstracts.

Recent advances

Microprocessors equipped with read-only memory (ROM), which stores
constantly used, unchanging programs, now performed an increased number of
process-control, testing, monitoring, and diagnosing functions, like automobile
ignition systems, automobile-engine diagnosis, and production-line inspection duties.

Cray Research and Control Data Inc. dominated the field of supercomputers, or
the most powerful computer systems, through the 1970s and 1980s. In the early
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1980s, however, the Japanese government announced a gigantic plan to design and
build a new generation of supercomputers.

This new generation, the so-called "fifth" generation, is using new technologies
in very large integration, along with new programming languages, and will be
capable of amazing feats in the area of artificial intelligence, such as voice
recognition.

Progress in the area of software has not matched the great advances in
hardware. Software has become the major cost of many systems because
programming productivity has not increased very quickly.

New programming techniques, such as object-oriented programming, have
been developed to help relieve this problem. Despite difficulties with software,
however, the cost per calculation of computers is rapidly lessening, and their
convenience and efficiency are expected to increase in the early future.

The computer field continues to experience huge growth. Computer
networking, computer mail, and electronic publishing are just a few of the
applications that have grown in recent years.

Advances in technologies continue to produce cheaper and more powerful
computers offering the promise that in the near future, computers or terminals will
reside in most, if not all homes, offices, and schools.

4 Section IV News track

4.1 Ilopsiok CJI0B B NpPeAJIOKEeHUH

4.1.1 3aBHUCHMOCTHL TMOPSIAKA CJIOB OT «IEHTPAa BbICKA3LIBAHUS
(«JIOTHYECKOT0 yAapeHus») MPeaJI0KeHUs

CornacHo TOPSAKY CJIOB aHTJIMMCKOTO TMPEAJIOKEHUSI LEHTP BBICKAa3bIBAHUS,
T.€. HOBOE, O YEM COOOIIAETCS B PEJIOKEHUH, HAXOJIUTCS B Hayase Mpe/iioxKEHHUs.

A man came into the room.

OT0 npeyIoKeHre MEPEBOAUTCS HA PYCCKUM S3BIK CIIETYIOIIMM 00pa3oM:

B xomHaTy BolIes Yea0BeK.

B pycckom mpeioKeHu CIOBO uYenogeKk CTOUT MocienHuM. B HeM "ueHtp
TSOKECTH" TEPEMECTUIICA Ha KOHEll MpeUioKeHHs. B aHrmumiickom npennoXeHuu
CJIOBO man ObUIO YMOTPEeOJIEHO C HEONPEACICHHBIM apTHKJIEM - OHO OBUIO IEHTPOM
COOOIICHMS.

Tenepp BO3bMEM JIPYTro€ aHITIMHCKOE NPETIOKEHHE:

The man came into the room.

OrnpeneneHHblil  apTUKIL CBUAETEIBCTBYET O TOM, YTO YHUTATEIIO0 YXKe
U3BECTHO O CYIIECTBOBAaHUMU JAHHOTO YEJOBEKa. 3/1eCh MpeaMeT COOOIIeHus - Kya
BOIIIEJT YesioBeK. Pycckuil mepeBoi JaHHOTO NPEJI0KEHUs Oy IeT CAeAYOIINM:

Yesi0BeK BoleJ B KOMHATY.

B »TOM caydae moOpsSAOK CIOB PYCCKOIO M AHIJIMHCKOrO MPEII0KEHUS
COBITAJIAET.
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Wtak, HeHTp BBICKA3bIBAHUSA AHTJIIMKWCKOIO MPEIJI0KEHNSI HAXOAUTCS B HaYaje
MIPEJIOKEHUS], PYCCKOTO - B KOHIIE TpeiiokeHnus. Hannuue HeonpeaeneHHoro uin
ONPEAECICHHOTO APTUKJIA MEPE] MOMJICKAIMNM MPEIJIOKECHUS BIUAET HA MOPSIIOK
CJIOB B PYCCKOM II€PEBO/IE.

People are changed, a new man and woman is necessary for life in a new
society.

MensiroTcst JIIOAH, IS )KM3HH B HOBOM 001IeCTBE HY’KeH HOBBIIl Ye10BeK.

4.1.2 N3mMeHeHMe MOPSAAKA CJIOB B 3AaBUCHMMOCTH OT CKa3yeMOro

OdyeHb 4acToO B TEX cCliydasiX, KOI/Ia CKa3yeMO€ aHIJUUCKOrO MPEeAJIOKEHHUS
CTOWT B TTACCUBHOM 3aJIOT€ JINOO SIBJISETCS COCTABHBIM MMEHHBIM WJIH TJarojbHbIM,
IIpU NEPEBOJIC HA PYCCKUM A3bIK MEHSIETCSI IOPSIIOK CIIOB. B pycckoM mpeioKeHuu
CKa3zyeMoe MPEAIIeCTBYET MOAJICKAILEMY.

In recent years important international construction project have been
started among the countries.

3a mocjieqHUe roAbI B CTPAHAX HAYA10CL CTPOUTENbCTBO KPYMHBIX
MEKIYHAPOAHBIX 00bEKTOB.

B tex ciyuasx, xorna B KayecTBE TIJIaroJia-CBA3KU BBICTYHAIOT IJIaroJibl to
seem, to make, to look, to leave u HEekOTOpbIE Ipyryue, MMEHHAs 4aCTh CKa3yeMOro
MOXET OTHENAThCA OT [IJaroja TPyNmol CJIOB WIM JaXe IPUAATOYHBIM
npennoxxkenueMm. [lpu mepeBoje Ha PYCCKHMM S3BIK MOPSIOK CJIOB HEOOXOIMMO
U3MEHUTh, TaK KaK B HEKOTOPBIX ClIy4asiXx COCTaBHOE€ HMEHHOE CKa3zyemoe
AHIJIMIICKOrO MPEIIOKEHUS IEPEBOIUTCS IPOCTHIM IJ1aroJbHBIM CKa3yEeMbIM.

Elimination of trade barriers made commercial relations between
different countries easier.

VYcrpaneHue TOProBbIX 0apbepoB 00.1e2uu0  TOPTOBBIE CBSA3UM  MEXKIY
Pa3JIMYHBIMU CTPAHAMM.

4.1.3 U3meHeHHe MOPAAKA CJIOB B CBSI3HM C Pa3/IMYUAMU CHHTAKCHYECKUX
(pyHKIHI HEKOTOPBIX YacTell peuu

B nmpakTtuke nepeBojia HEpeaKO MPUXOIUTCS BCTPEUYATHCS C ATPHOYTHBHBIMH
COYEeTAHUSIMHU. Nzydenne CTPYKTYpPHO-CEMaHTHIECKHUX 0COOCHHOCTEH
aTpuOyTUBHBIX TPYMI B COBPEMEHHOM aHTIIMMCKOM SI3bIKE OOHAPY>KUBAET OOJIBIIIHMA,
110 CPaBHEHUIO C PYCCKUM SI3BIKOM, JTMATA30H CMBICIOBBIX CBS3€H MEXKIy YJICHAMU
CJIOBOCOYETAHMSI.

B aHrnniickoM s3bIKE€ B KaueCTBE OMPEJEIICHHS K CYIIECTBUTEIHLHOMY YacTO
CIIyXUT CYIICCTBUTEIbHOE B OOIEM Taaexke, Torga Kak B PYCCKOM SI3BIKE B
UMEHUTEIHLHOM TIQJIeKE CTOUT TOJIBKO Mojyiekamee. M3-3a OTCYTCTBHS TaJIeKHBIX
OKOHYAHHM, AK€ B TOM CITydae, KOTrjia COYETaHUE COJIEPKHUT JIBa KOMIIOHEHTA, OHO
MOXKET TMPEACTaBIATh TPYIHOCTh IS TepeBoja. [lepeBOAUMKY  MPUXOIUTCS
IIPOJIENBIBATh OINPECIICHHYI0 aHAIUTHYSCKYI0 paboTy, 4TOOBI MPaBUILHO TEPeaaTh
B TIEPEBOJIC CMBICIIOBBIC CBSI3U MEXIY JIEMEHTaMH aTpUOYyTUBHBIX KOHCTPYKITUH.
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[lepen  ompenensieMbiM  CIOBOM  MOXET  CTOSTh  IleJiasl  Ielouka
CYIIECTBUTEIbHBIX ONPEJEICHUN, U B ’TOM CIlIy4ae B MEPBYIO OUYEPE/Ib HYKHO HAUTH
OINpeeNsieMOe CIO0BO, a 3aT€M MOCTENIEHHO HA OCHOBAHUU JIOTUYECKOW CBS3H MEKIY
CaMUMH CJIOBaMH - OINpPEACICHUSMH, TIEPEBOJUTh BCE COUYETAHHE, H3MEHSs
COOTBETCTBYIOIIMM 00pa3oM MOpPsSAoK ciaoB. OCOOEHHO MHOIO TaKHUX COYETaHUU B
TEXHUYECKUX TEKCTaXx.

Anti-friction bearing layout diagram - cxema pacnonoowcenus noowunnuxog
KaueHus,

ATpuOyTHUBHBIE COYETAHUSI MOTYT COCTOSITh M3 CYUIECTBUTEIBHOTO U
IpUYacTUsl MOPOLIEAUIEr0 BPEMEHH, KOTOpbIE B TAKUX CIydasX MHUIIYTCS uepes
nedwuc:

President-proposed measures Mepbl, npediodceHHble NPe3UdeHMOoM

British -made computers xomnsromepwr anenuiickoco npouzsoocmaea

Pacnipoctpanenbl  aTpuOyTHUBHBIE COYETaHUST C  TpWIAraTeibHbIM B
CPaBHUTEIIBHOMN WM MPEBOCXOIHOUN CTEICHMU:

Lower-level production npouzeoocmeo na 6onee Huskom yposre

Best-known samples camvie uzgecmuule 0Opa3ybl

HNHorpa B KadyecTBE OMPENENICHUS] K CYIIECTBUTEIHLHOMY BBICTYIAET LIEJI0e
PEeIIoKEeHHE, BCE CII0OBA KOTOPOTO MUIIYTCA yepe3 Aeduc.

Joint-at-all-costs ...

JI¥0001i1 11eHOIA. . ..

Hekoropbie arpuOyTHBHBIE COYETAHUS TMPEACTABISIOT TPYAHOCTH IS
epeBoJjla B CBA3M C TEM, YTO OINPEAEICHHE IO CMBICIY OTHOCHUTCS HE K
ONpeeNIIeMOMY, a K IPyroMy CIIOBY, KOTOPOE HE HA3bIBAETCS, HO MOAPa3yMEBAETCS.
B Takux cinydasx aHTIMNACKUI BapuaHT Oojiee TaKOHUYEH, YeM PYCCKHU:

Bilateral countries - cmpansi, umerowue 0sycmopontue coerauenus

4.2 Text I “Show me the money”
4.2.1 Read the text. Find the sentence with the main idea

Infrastructure companies, including those in networking, telecommunications,
Internet service, and PC manufacturing, rack up average revenue of § 308,708 per
employee, a University of Texas study finds. By contrast, commerce companies
average $ 211,401 per worker. Though the largest number of jobs and about one —
third of the revenue in the entire U.S. economy are in the commerce sector, the
Internet engineers are the kings — for now. The cause: Networking and hardware
companies are growing faster because traditional business are spending billions to get
online, as well as keep up with the demands of super — high — speed Net access and
Internet backbones.[10]

4.2.2 Find the antonyms

Except, obstacle, unemployed, expenses, lose, spend money, slow, surpass.
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4.2.3 Explain the function of — ing forms
4.3 Text II “European online Explosion”
4.3.1 Read the text making notes like this

Things, I knew already ...
Things I didn’t know...
Things I don’t understand ...

Business use of the Internet in Europe grew by 91 % in 1998, with more than
20 million users having Net access at work, according to a report from market
research firm Data quest. Overall online use in Europe grew from 17.7 million in
1997 to more than 35 million in 1998. The report predicts Internet penetration across
Europe will reach 17 % by year’s end, adding that in order for the Internet to function
as a viable sales channel, Net penetration has to reach 20 %.

Many Nordic countries have already hit the 20 % threshold; in Austria,
Germany, the Netherlands, Switzerland, and U.K., Net penetration is nearing that
level. Germany had the highest number of Internet users in Europe, going from more
than 5 million in 1997 to more than 8 million last year. [10]

4.3.2 Explain the usage of the underlined nouns

4.3.3 Translate the text

4.3.4 Give back translation of the text “European online Explosion”
4.4 Text II1 “SPAM REPORT”

4.4.1 Read the text

One in three Internet users report getting six to 20 unsolicited bulk email
messages a week, reports a survey commissioned by Bright Lights an email fettering
company in San — Francisco. And the longer you have an email address, the higher
the probability you will get spammed — from 63 % at two months to 96 % for those
online four or more years. The most frequent unwanted messages were get — rich —
quick schemes, adult ads, and software offers. [10]

4.4.2 Answer the questions

1 What is the disadvantage of having e-mail address?
2 How many unwanted messages can you get being an email addresser?
3 What are the most frequent unwanted messages?

4.4.3 Make up questions to the underlined words
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4.5 Text IV “Air communication breakdown”
4.5.1 Read the text and find the main idea

For the second time in a week in June, the computer that handles all flights
entering British airspace broke down, causing local air traffic chaos, as well as delays
and cancellations elsewhere in Europe, reports Agency France — Press. Controllers
had to revert to time — consuming manual backup systems, delaying hundreds of
arrivals and departures for an average of three hours before the computer was fixed.
The air traffic service promised a thorough investigation. [10]

4.6 Text V “No sale”
4.6.1 Read the text, retell it

The Internet’s potential to sell cars is exaggerated, says a report published by
the Economist Intelligence unit. According to the study, car-retailing sites have
proliferated in the U.S. and in Europe but are now struggling to grow fast enough to
survive. Automotive researcher J.D. Power — LMC says only 4 % of deals in the US
in 1999 were conducted entirely over the Net. Bottom line: People use the Internet to
gather information and intelligence on prices, but conclude the deal; they keep
searching for the reassurance of the impersonal buy. [10]

4.6.2 Find the antonyms in the text

underestimate, reduce, cut down, to die, to throw about, to dissolve, distrust
4.6.3 Say if you had the experience of buying things by the Internet

4.7 Text VI "Top 10 signals You’re tired of the Internet Business”
4.7.1 Read the text. What facts can you agree with?

I You start checking your email every 1-2 minutes, rather than every 23
seconds.

2 You stop calling your family “my team”.

3 When you hear the term “VC”, your first thought is “Viet Cong”.

4 You see venture capitalist John Doerr at a conference and don’t kiss up to
him.

5 You no longer love your Palm Pilot more than your dog.

6 You’re eating your entire lunch without making a single cell — phone call.

7 You no longer want to be the “Yahoo of the [fill in the blank]” but to be
bought out by Yahoo.

8 You stop using the following terms: “monetize”, “first — leader advantage”,
“revenue”.

67



9 When you hear the word “options”, you think “Chinese or Thai for dinner”.
10 You toss out a magazine with Internet moguls on the cover and read
People’s “50 most Beautiful People” issue instead. [10]

4.8 Text VII “How to Become As Rich As Bill Gates” [11]

4.8.1 Read the text “A strange offshoot of the Bill Gates Personal Wealth
Clock” by Philip Greenspun

As a graduate student in computer science at MIT earning a $1600/month
research stipend, I feel amply qualified to instruct the entire Internet on the art of
becoming as rich as Bill Gates (check the Wealth Clock to see how much he has right
now). I get my confidence from Dr. Leo Buscaglia, author of Love, Born for Love :
Reflections on Loving, Living, Loving and Learning, and Bus 9 to Paradise. Dr.
Buscaglia, our nation's most prominent lecturer on the subject of love, turns out to be
divorced ("it was a very loving divorce").

Lesson 1: Choose Your Grandparents Carefully

"There are three ways to make money. You can inherit it. You can marry it.
You can steal it."- conventional wisdom in Italy

William Henry Gates III made his best decision on October 28, 1955, the night
he was born. He chose J.W. Maxwell as his great-grandfather. Maxwell founded
Seattle's National City Bank in 1906. His son, James Willard Maxwell was also a
banker and established a million-dollar trust fund for William (Bill) Henry Gates III.
In some of the later lessons, you will be encouraged to take entrepreneurial risks. You
may find it comforting to remember that at any time you can fall back on a trust fund
worth many millions of 1998 dollars.

Lesson 2: Choose Your Parents Carefully

"A young man asked an old rich man how he made his money. The old guy
fingered his worsted wool vest and said, "Well, son, it was 1932. The depth of the
Great Depression. I was down to my last nickel. I invested that nickel in an apple. I
spent the entire day polishing the apple and, at the end of the day, I sold the apple for
ten cents. The next morning, I invested those ten cents in two apples. I spent the
entire day polishing them and sold them at 5 pm for 20 cents. I continued this system
for a month, by the end of which I'd accumulated a fortune of $1.37. Then my wife's
father died and left us two million dollars."

William Henry Gates, Jr. and Mary Maxwell were among Seattle's social and
financial elite. Bill Gates, Jr. was a prominent corporate lawyer while Mary Maxwell
was a board member of First Interstate Bank and Pacific Northwest Bell. She was
also on the national board of United Way, along with John Opel, the chief executive
officer of IBM who approved the inclusion of MS/DOS with the original IBM PC.

Remind your parents not to send you to public school. Bill Gates went to
Lakeside, Seattle's most exclusive prep school where tuition in 1967 was $5,000
(Harvard tuition that year was $1760). Typical classmates included the McCaw
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brothers, who sold the cellular phone licenses they obtained from the U.S.
Government to AT&T for $11.5 billion in 1994. When the kids there wanted to use a
computer, they got their moms to hold a rummage sale and raise $3,000 to buy time
on a DEC PDP-10, the same machine used by computer science researchers at
Stanford and MIT.

Note: Recall that in the 1980s we venerated Donald Trump and studied his "art
of the deal". If Donald Trump had taken the millions he inherited from his father and
put it all into mutual funds, you'd never have had to suffer through one of his books.
But he'd be just about as rich today.

Lesson 3: Acquire Research Results by Hiring and Buying

Conventional (loser) economic wisdom holds that monopolies should spend
heavily on research because they are in a position to capture the fruits of the research.
But if you want to become as rich as Bill Gates, you have to remember that it is
cheaper to wait for a small company to come up with something good and then buy
them. In the old days, antitrust laws kept monopolies from buying potential
competitors. But not anymore. When Microsoft products were threatened by network
computers and Web-based applications, they simply bought WebTV and Hotmail.

Another good strategy is to hire the right people. Some of the guys who wrote
Microsoft Windows had previous worked on window systems at Xerox PARC. So
Xerox paid for the research; Microsoft paid only for development.

In the long run a tech company without research probably can't sustain its
market leadership. So you'll eventually need to build something like
research.microsoft.com (check out netscan.research.microsoft.com to see some
interesting online community research).

Lesson 4: Let Other People Do the Programming

If you're a great engineer, it can be frustrating to rely on other people to
translate your ideas into reality. However, keep in mind that the entire Indian
subcontinent is learning Java. And that if Microsoft, Oracle, SAP, and Sun products
simply worked and worked simply, half of the world's current IT workers would be
out of a job. You're not going to get rich being "just a coder." Especially working in
painful low-level imperative languages such as C or Java. It might be worth writing
your own SQL queries and HTML pages since these tend to be compact and easier
than precisely specifying the work for another person to do. But basically you need to
get good at thinking about whether a piece of software is doing something useful for
the adopting organization and end-user. Bill Gates does code reviews, not coding.

[If you aren't sure that you need to be filthy rich and like to do some coding,
see this old misguided article for more about what it might mean to be a great
software engineer. |

Lesson 5: Train your new CEO

If you're an intelligent curious person it can be painful to run a company of
more than 50 people. You spend more time than you'd like repeating yourself, sitting
in boring meetings, skimming over long legal documents in which you know there
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are errors but aren't sure how serious, etc. The temptation is to hand over the reins to
the first "professional manager" who comes along. And that's what the standard
venture capitalist formula dictates. But Bill Gates didn't do that. He hired Steve
Ballmer in 1980 and gave him the CEO job 20 years later. Making money in the
software products business requires domain expertise and a commitment to solving
problems within that domain. Great tech companies are seldom built by non-technical
management or professional managers who aren't committed to anything more than
their paycheck. Adobe is another good example. The two founders were PhD
computer science researchers from Xerox PARC who were passionate about solving
problems in the publishing and graphics world. They are still guiding operations at
Adobe.

Note that this is a principle that Old Economy companies have long
understood. Jack Welch joined GE in 1961 and became CEO 20 years later.
Sometimes an Old Economy company may pull in a few outsiders to senior positions
but, because they have such stable bureaucracies underneath, they can more easily
afford this than startups.

See Charles Ferguson's High Stakes, No Prisoners (1999) for a longer
explanation of how hired-gun CEOs manage to kill software products companies.

Lesson 6: Focus on Profit

"At Hewlett-Packard, people, materials, facilities, money, and time are the
resources available to us for conducting our business. By applying our skills, we turn
these resources into useful products and services. If we do a good job, customers pay
us more for our products than the sum of our costs in producing and distributing
them. This difference, our profit, represents the value we add to the resources we
utilize."

-- David Packard in The HP Way

Remembering to make a profit was tough in the dotcom 1990s but it turns out
that Hewlett and Packard's ideas were right. Most of the management teams at
dotcom businesses, by being disorganized, unintelligent, and ignorant, were
subtracting value from the resources that they controlled.

How does one make money in the software products business? Simple. The
necessary step is to build something that becomes part of information systems that
generate value for organizations and end-users. Once you've created value you can
extract a portion in lots of ways. You can be closed-source and charge a license fee.
You can be open-source and charge for training, service, support, and extensions. But
if you aren't getting your software product into important information systems, you
don't have a prayer, no matter how slick your marketing materials.

If you're creative and diligent the software products business is extremely
lucrative. If you're losing money, ask yourself what you're doing wrong. The answer
is probably "plenty".

Lesson 7: Let the Venture Capitalists Schmooze Wall Street ...
... but don't let them run your company. A profitable Microsoft Corporation
brought in venture capitalists (VCs) at the last minute. They didn't need or spend the
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money but used the VCs to boost their valuation at the initial public offering, thus
getting more money for the shares that they sold. Venture capitalists are dangerous
because even the most successful might not know anything about business.
Remember that there are tens of thousands of venture capitalists in this world.
Assuming that they make random choices of companies in which to invest there will
be a Gaussian curve of performance. Some firms will do consistently better than
average even if everyone is guessing. Imagine that thousands of monkeys are flipping
coins; some of the monkeys will get 10 heads in a row. These are the monkeys that
will be celebrated for their insight. These are the monkeys whose track records will
lead to uncritical cheerleading by underwriters and public investors. In bull markets
such as we had in the 1990s nearly all the monkeys will be fairly consistent winners.
But remember your next-door neighbor who made money in the stock market in
1985. He convinced himself that he had special insight and ability when actually he
was only holding high-beta stocks in a rising market. So his foray into the
commodities futures market wiped him out in the crash of '87.

Bottom line: successful software products companies spend most of their time
listening to their customers and users rather than to venture capitalists.

[See "Money, Money, Money (and Investing)" for how the Gaussian curve
works for mutual fund managers and also read Princeton Professor Burton Malkiel's
A Random Walk Down Wall Street.]

Lesson 8: Self-Esteem is Not Job 1

Gentility, politesse, decorum, and high self-esteem are wonderful. You can
achieve all of these things within your organization. And then watch it be destroyed
by competitors where frank and, if necessary, harsh criticism is encouraged.
Technical people, even (and especially) those fresh out of school are always
convinced that whatever they've developed, no matter how hare-brained, is perfect. It
takes a technical person with good judgment to notice the flaws and it may require
repeated and increasingly harsh delivery for the, uh, pinhead to realize his or her
mistake.

Example: I once encountered a group of 6 people who called themselves
"engineers." To solve what they thought was a new problem, they were going to build
their own little database management system with their own query language that was
SQL-like without being SQL. I pointed them to some published research by a gang of
PhD computer scientists from IBM Almaden, the same lab that developed the
RDBMS and SQL to begin with in the 1970s. The research had been done over a
five-year period and yet they hadn't become aware of it during several months of
planning. I pointed them to the SQL-99 standard wherein this IBM research approach
of augmenting a standard RDBMS to solve the problem they were attacking was
becoming an ISO standard. They ignored it and spent another few months trying to
build their enormously complex architecture. Exasperated, I got a kid fresh out of
school to code up some Java stored procedures to run inside Oracle. After a week he
had his system working and ready for open-source release, something that the team of
6 "engineers" hadn't been able to accomplish in 6 months of full-time work. Yet they
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never accepted that they were going about things in the wrong way though eventually
they did give up on the project.

A 1994 New Yorker article about Microsoft relates "If he strongly disagrees
with what you're saying, [Gates] is in the habit of blurting out, 'That's the stupidest
fucking thing I've ever heard!"'. Jennifer New, a former Microsoft contractor, writes
"Meetings with Bill or one of his top people are often replete with a barrage of
expletives and other disdainful comments." (Salon, September 1997) My friends who
work or have worked at Microsoft tell similar tales. But how different is this from
other elite organizations?

When I arrived at MIT as a first-year graduate student in electrical engineering
and computer science, | asked a professor for help with a research problem. He said
"The reason that you've having trouble is that you don't know anything and you're not
working very hard." A friend of mine was a surgery resident at Johns Hopkins. He
complained to one of his teachers that he was having trouble concentrating because
he'd been up all night for several nights in a row. The professor replied "Oh... does
your pussy hurt?" According to Business Week, Jack Welch "encouraged near-brutal
candor in the meetings he held [at GE]".

The bottom line: self-esteem is great but beware of creating a cozy home for
unproductive people with bad ideas.

More. Plato addresses some of these issues in the first book of The Republic
(available online from http://www.gutenberg.net/). Socrates asserts that people
who've inherited fortunes tend to be light with their money but that people who've
made their fortunes "have a second love of money as a creation of their own,
resembling the affection of authors for their own poems, or of parents for their
children, besides that natural love of it for the sake of use and profit which is
common to them and all men. And hence they are very bad company, for they can
talk about nothing but the praises of wealth."

Socrates asks Cephalus, a wealthy old man, "What do you consider to be the
greatest blessing which you have reaped from your wealth?" Cephalus replies that
"The great blessing of riches, I do not say to every man, but to a good man, is, that he
has had no occasion to deceive or to defraud others, either intentionally or
unintentionally."

In the Decameron, Boccaccio writes "If you really want to make the big bucks,
what you really need is a monopoly on the desktop operating system. But the
Sherman Antitrust Act, 15 U.S.C. § 1 and 2, and Clayton Antitrust Act, 15 U.S.C. §
25, are real bitches." [11]

4.9 The text VIII “Gates: U.S. Shutting Out Generation of Einsteins” [12]

4.9.1 Read the text thoroughly

Microsoft Chairman Bill Gates brought his dire warnings about the future of
American competitiveness to the Senate this morning, telling Sen. Edward "Ted"

M. Kennedy's Committee on Health, Education, Labor and Pensions that tight visa
policies are costing the United States some of the world's brightest thinkers.
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"America has always done its best when we bring the best minds to our
shores," Gates testified. "Scientists like Albert Einstein were born abroad but did
great work here because we welcomed them. The contribution of such powerful
intellects has been vital to many of the great breakthroughs made here in America."

Gates called for the U.S. government to overhaul its immigration system for
high-skilled workers, warning that the country already faces a "critical shortage" of
scientific talent. "Unfortunately, our immigration policies are driving away the
world's best and brightest precisely when we need them most," he said.

Gates told the committee that he had already seen the detrimental effects at
Microsoft of the country's 15-year-old visa policies. He noted that the government's
annual allotment of H1B visas, given to foreign professionals employed by U.S.
companies and universities, ran out within the first four months of 2007. He predicted
the supply for 2008 will be exhausted even sooner, meaning that Microsoft for the
first time will not be able to get H1B visas for any graduating students this year.

During his remarks, Gates also called for improved education and training,
especially in math and science, and more government support for research,
development and protection of intellectual property.

"We have had the amazing good fortune to live through a period of incredible
innovation and prosperity," he said in concluding his prepared testimony. "We must
not squander this opportunity to secure America's continued competitiveness and
prosperity."

By Alan Sipress| March 7,2007; 11:30 AM ET [12]

4.9.2 Read these people’s opinion about Bill Gates' point view on the
problem of immigrants. Which of them do you agree or disagree? Don’t pay
attention on possible mistakes — some authors are not native English speakers
[13]

1 I agree with Bill Gates that we shut out some of the brightest minds from our
shores. But I wish that Gates had talked more about developing the brightest minds in
THIS country by making college more affordable to those without the means. I was
fortunate. Went to UCal Berkeley in the 1950's. $45 for tuition. Sure minimum wage
was $1.00 and gas was 25 cents per gallon. Minimum wage is now over $5.00 and
tuition is much more than $225 per semester. When public universities cost thousands
for tuition and books are $100 a piece, what chance does a middle class kid have
whose parents don't make enough to send that son/daughter to college but too much
to allow that same offspring to get a scholarship based on need.
Sure, California has a great JC system which helps for two years and state
universities and the the US system abound to such abundance as to allow almost all to
commute. But what about states like Oregon where Junior Colleges are few and far
between and there are almost no colleges other than on the I-5 corridor.
Gates needs to look to help people in the US, not complain about Visa programs from
abroad. As we outsource our high tech jobs, there are fewer Americans getting
degrees in those fields. Obviously with fewer Americans getting degrees in
engineering, etc., more jobs are outsourced.
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Microsoft has not been particularly innovative - look at Vista. Bill employs
plenty of geniuses now, where's the beef? He really wants to keep China and India
from producing competing products.

Posted by: Tomcat | March 7, 2007 1:42 PM

2 I'm pretty sure Einstein wasn't here on an H-1B visa. Don't talk about the
"best minds" in connection with workers you underpay and overwork on threat of
revoking visa sponsorship.

H-1B is a tool for dumping larging numbers of warm bodies into an already
flooded labor market, not acquiring the "best minds".

In the meantime, the next generation of Americans "Einsteins" are turning
away from scientific and technical fields, as it becomes obvious that they provide
slim chance of a successful career.

- Mike.

Posted by: Mike | March 7, 2007 1:56 PM

3 I have personally seen Americans replaced by offshore outsourcing on the
basis of cost. On top of that, these Americans were required to write "knowledge
transfer" documents for their replacement "experts." If they chose not to, their
severances would be effected.

Also use google to find how many offshore research and development offices
and operations are being developed by Microsoft, IBM, HP, etc. It is far easier for
these companies to leave the states than any American can... and why SHOULD
Americans want to leave the US to find better employment opportunities?

If he is having problems getting H1-Bs for new graduates, perhaps we should
be making sure more of those slots are open to US students. Problem solved - other
than universities seeking foreign income.

If one studies the job requirements for IT workers, you will see that often an
incredible amount of training needs to be invested in skills. But - many companies are
not training people - they would much rather pilfer from those who do. Often the IT
person will invest their own money in getting training - so it is an incredible gamble
of family money on what is going to be "the hot" technology of the next year. Often
these technologies cost 10's of thousands of dollars (we're not talking about MS Word
or something) so one cannot simply run down to the store and "start learning at
home" with this software.

Some places will see a candidate experienced with a previous version of the
same software and deny the resume! A candidate will have experience on similar
software/hardware and be denied. (Is there really that big of a difference between
AIX, HPUX, and Solaris?)

Right now I am rewriting software that came from India. I'm not complaining
but I do have to deal with the complaints of a company that wants something to work
and yet wants to change as little as possible to save their investment. Sometimes it
just doesn't work that way.

The summation of my points - US companies are creating their own problems
with hiring qualified workers.
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They like the idea of supply and demand when the price is in their favor but
start squawking to the government for regulations when someone might be able to
make a buck for their intelligence and training.

Thousands of kids from Silicon Valley to Boston's Route 128 watched their
parents get fired and laid off from technical positions and we wonder why technology
isn't considered a viable career choice anymore. I can guarantee kids are hearing
about Gates call for non-Americans for these jobs right now over dinner tonight.

Between football players making millions for throwing a ball, an ex-stripper
married to a billionaire putting her face all over the news from her death, as well pop-
singers raking in millions - American technology has bigger problems to deal with
than hiring older people (who actually INVENTED THE INTERNET THANK
YOU) and their demands for better working conditions and pay.

Posted by: Scott Auge | March 7, 2007 2:49 PM

4 Underemployment is indeed a problem. I have a degree in physics and
chemistry and have never had a good job in my life. I have seen for a long time that
employers would rather hire someone with McDonald's experience than someone
who stayed in school and did his or her homework. They would rather hire an illegal
alien. Employers and personnel managers include many stupid people who aren't
even able to recognize, much less value, a good education or an intelligent mind.

Posted by: Martian76 | March 7, 2007 3:29 PM

5 Some of the greatest minds of this young generation are already in this
country, Bill, but they simply do not choose to become computer programmers or
engineers. It is not because they do not enjoy computer programming, they just
understand that the labor market is such that becoming a lawyer, doctor, or teacher is
usually a much more lucrative and/or fulfilling career choice. If Microsoft, Google,
and other software companies provide the quality of life or job satisfaction that these
careers provide, you will not have any problem attracting the cream of the crop.

Posted by: Matt | March 7, 2007 3:49 PM

6 As a college student in Engineering today, I can see that most of the best
students in this country are turning away from fields in science and technology to
work in other industries. This is because science and engineering are probably the
hardest to study but the earnings are only average at best.

For example, at my school, most of the engineers with the highest GPAs are
turning to the financial industry because they can get paid a lot more (at least twice as
much for the first year alone, and it goes widens).

Therefore, as we are losing these young engineers and scientists, how can
America still hope to maintain its lead on innovation? And without innovation, how
can America continue to maintain its lead economically?

I fully support what Bill Gates said, any skilled worker who is needed, who is
willing to come legally, should be supported. This will help the US and the world
because we are allowing the brightest minds to work in the best environment. I think
it is time we let phD students do research instead of bussing dishes at a restaurant.
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Posted by: Cornellian | March 7, 2007 4:36 PM

7 It's a fact that most of the students in Computer Engineering departments are
non American and even the few Americans who do graduate go into Financial
services or law following the money. That leaves the companies with three choices.
Hire the non American graduating students, send the development offshore or hire
people off the street and train them. Now the people who spent their youth having frat
parties and Spring break orgies would like the companies to take the third option and
train people at their own expense. However companies would like to opt for the first
two options so it boils down to keeping the development in USA by reforming the
visa regime or watch entire development efforts go abroad. When this happens it
doesn’t hurt the frat boys as they continue to get their social security checks (yes
programmers guild that’s you I am talking about) but it does hurt the few American
programmers who were working on the project. e.g. If there are 10 people needed for
a project and you found 5 qualified and willing Americans and you could hire the
other 5 on visas you would keep the project in US but if you didn’t have the visas you
would send the entire project abroad and fire the 5 Americans you did find.

Posted by: Prabuddha | March 7, 2007 5:18 PM

8 If engineers and scientists are in such short supply, wouldn't it make sense
that their salaries would be much higher? If you know your skills are in short
demand, don't you try to leverage that by asking for more money? The argument that
there aren't enough engineers and scientists goes against the law of supply and
demand, because (as the engineering student above pointed out) their salaries have
not increased as demand has increased. The reason is obvious - instead of paying the
market rate for these employees, businesses import the labor via the H-1B and
depress wages! While businesses claim that the engineers and scientists are the
backbone of their companies, they don't want to compensate them as such. The whole
argument about a shortage is a sham! If they were that hard to get, they would be paid
a lot more, and more citizens would be going into those fields!

Instead, we educate foreign students while denying the same education to our
own citizens, then complain that our citizens don't have the skills! Companies do this
too - send the cheap H-1B's to training instead of the citizens! Soon not only will we
not have the skills, we won't have the companies or the education either. It's a race to
the bottom, and we're winning.

Posted by: TM | March 7, 2007 5:24 PM

9 The lie of bill gates...First of all, his foundation has nothing to do with
promoting U.S. students in Computer Science. Go to Gates website.

Second. Microsoft's issue isn't that there isn't enough programmers, they're
complaining that programmers want too much money.

Third. I like it when smart minds come from overseas. But. If we believe this is
a person who is that skilled, give him/her a green card right away. But companies
don't want this because H1-B is set up so that if the person complains, or tries to go to
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a different company, they're essentially deported. If they were given a green card
right away, they would work at the prevailing U.S. wage.

Fourth. Microsoft (and the Gates Foundation has nothing to do with Microsoft)
has done nothing to help this issue except beg congress for more cheap labor from
overseas. I'll bet they've spent more on lobbying congress than on paying the
prevailing U.S. Wage.

Posted by: Tom | March 7, 2007 9:40 PM

10 Fact: Einstein did very little, if any, innovative work as a US resident. He
published the Special Theory of Relativity in 1905 and the General Theory of
Relativity in 1916. Heck, he retired twelve years after coming to the US -- and he
would never have come in the first place had the Nazis not come to power. Einstein
didn't even particpate in the Manhattan Project. Robert Oppenheimer (born in the US)
led the scientific end of the project. Yes, Szilard and Fermi were instrumental, but
again, they came to the US because of political persecution, not because the US
offered them better jobs.

Gates knows how to make money -- period. He should leave science policy and
immigration policy to those who know more about it. And Mike (in high school),
you'd BETTER know jack before you take others to task.

Posted by: historian | March 7, 2007 9:57 PM

11 I've worked at Microsoft as a contractor. They do not even attempt to hire
the best and brightest. Their MO was to hire on the cheap and make their workers put
in 80 hour weeks. For me it was no problem as I got paid by the hour. For the direct
employees with families it totally sucked. They would go home and bring their kids
back to work with them so they could see them. The kids roamed the halls while the
parents were still in their offices slaving away. Bill Gates it a total hypocrite!

Posted by: Kg | March 7, 2007 10:19 PM

12 How dare Bill Gates try to deceive the public in making a comparison
between Albert Einstein's circumstances and those of Microsoft today.

Einstein did NOT come to America on an H-1B visa. He came here for
humanitarian reasons to avoid religious persecution. Einstein was a Jew in Germany
in 1932 - a bad situation since Adolf Hitler was beginning his implementation of the
Jewish holocaust. Wisely he decided to stay in America. Congress must remember,
Bill Gates represents the best interests of Microsoft and their shareholders, NOT the
best interests of the American public.

Posted by: spf | March 8, 2007 8:07 AM

13 Bill Gates is a businessman and he would do anything to increase his profits. He is
lying to the public saying increasing H1-B is good for the country. I don't believe that's true.
[ am an Indian working on H1-B here in US. Although I get paid similar to my American
colleagues in the company, an increased supply of H1 visa holders hurts us all as real wages
for IT engineers (irrespective of nationality) continues to increase by miniscule amounts.
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I don't believe there is a shortage of well qualified IT engineers in the US. The
current 85,000 visas per year (including 20K for US Masters degree holders) is more than
sufficient to meet the demands of the economy. Business leaders like Bill Gates are
motivated with the desire to suppress labor costs by increasing the available pool of H1 visa
holders in the country. The H1-b visa program is being abused by body-shoppers and Indian
IT companies like Satyam, Wipro, Infosys, TCS, HCS, and CTS. They are filing
thousands of H1 visa applications this year for their employees from India to come
down to the US, get knowledge transfer from their American colleagues and go back
taking the project/development work offshore to India ultimately leading to loss of
American jobs here. The whole system sucks.

Posted by: James | March 8, 2007 11:35 AM

14 Excellent job by Bill Gates. I am totally agree with him. Inviting and
retaining high skilled immigrants is in interest of this great nation. Today, skilled
legal immigrants who are already in the US job market facing deadly backlog of
green card and made thousands of legal skilled immigrants frustrated. Our lawmakers
are almost ready to give amnesty to 12 millions illegals who broke the law and not
paying any taxes. This will give very bad message to rest of the world and more and
more illegal immigrants try to enter illegally in coming years. On the other hand,
potential high skilled people who want USA as permanent home will get negative
message; "USA 1s no more heaven for best and brightest people"
high skilled immigrant who are waiting for green card are not taking away jobs of US
citizens. Labor certificate process for Employment based green card is very tough;
DOL determines prevailing wage, 30 days job posting on state govt job bank, internal
posting, two Sunday ads in leading news paper, two more ads in professional journal,
company web. After this process, if they don't find US citizen for that job, DOL
approves labor certificates.

Is it fair to make some one wait for 5 to 10 years for green card?

Posted by: raj | March 8, 2007 12:19 PM

15 It is good to see people clamoring for higher pay so that they can have a
"good" standard of living. I am sure that these people will not think twice about going
to Walmart and buying cheap Chineese stuff. After all, why pay $35 for a pair of
jeans when you can get one for $10 at Walmart? Why pay $3.50 for a gallon of milk
at the local Mom and Pop store when Walmart sells the same stuff for $2.09 a gallon.
Different brand maybe, but milk is milk, isn't it? For all those people who complain
about having to train "replacements" - do you realize that there are many people from
America who are heading to India because of lower Health Care costs? Why don't
they stay here and support the American economy by paying "high" prices to the
American doctors? These people are no big business folks like Bill Gates - they are
ordinary middle class Americans. Ofcourse, no one is making a big deal out of it
because being highly self-centered, Americans do not care that they are ruining the
quality of life of other people in other countries. They just know how to cry when
someone "replaces" them, and just like Bill Gates, they don't care that by going to
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India for "lower healthcare prices", they actually deprive Indian people of affordable
healthcare.
Posted by: Dude | March 8, 2007 12:53 PM

16 1 came to USA, with 2 years of work experience after my Bachelor's degree
on H1B visa. After working couple of years here, got employed by a Fortune 20
company and started my green card in EB3, as I'll NOT be able to file under
EB1/EB2 as I'd less than 5 yrs work experience with Bachelors degree at that time.
Now, I am stuck in this greencard mess, due to retrogression. Without a green card
and due the complex green card process, my employer is not able to promote me to
the lead position, Also not able to refile under EB1/EB2 category cause, USCIS does
not count the experience gained with the GC filing employer, After spending 8 years,
I think not wise to wait anymore, and If I do not get my greencard by this year end,
I've decided to move back to India, this after I got 6 patents approved. I already
talked to my manager, as my employer already have operations in India, my US
Employer is now willing to promote me to higher management position and is willing
to assist to setup up a center in India for our group, and work is in progress. I already
made couple of visit flying Business Class. Reason, we are not getting qualified
prople here in USA and are not able to get people from other countries due to poor
immigration system. Now, I'm not only going back to India after being in USA for 8
years, I'm taking 80+ jobs with me and guess what with a fat wallet too... and the
offer is too good. Read in previous posts, some one posted "USA is no more heaven
for best and brightest people", is now a REAL BITTER TRUTH these days. Also as a
bonus, I already got my Australina PR in less than 18 months (Entire Process),
Thanks for the US Dollars that helped me apply for this and easy & good Australian
Immigration System.

Posted by: Suresh | March 8, 2007 1:02 PM

17 The main problem with HIB visa process is that it restricts a foreign worker
from transferring jobs easily and the ties Green Card process to a sponsoring
employer. I understand that this was done to protect US employer. However, this
exact (red tape laden -bureaucratic-intermingled) protectionism has resulted in misery
to many tech American citizens and HIB visa holder alike. This has created huge
business opportunities for consulting/body shop companies providing off shoring and
onsite development services by taking advantage of bureaucratic bottlenecks, quota
system and multi-year processing delays.

The fact is that US companies (not including consulting companies) requiring
IT resources have different hiring timelines and their need to hire may not coincide
with the H1B quota announcement date. The consulting companies take all the
numbers in few weeks of announcement. Then when US companies are in actual
need of recourses they are forced to hire resources from the consulting companies,
which further entice the US businesses to sign package deal for onsite/offshore
services. This provides perceived cost savings to the US enterprises and this
perception of cost savings motivates US businesses to replace US Citizens who may
have been in the job for a while.
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The Consulting business is simple. It's a numbers game. The onsite resource is
charged at a US market rate and offshore resource is changed at approximately 30-
40% of the local US rate. The H1B worker gets Salary as determined by DOL, which
in many cases is disproportionate to the market rate, thus enabling the consulting
companies to have a huge markup per candidate. The consulting company also has an
advantage to move the H1B candidate offshore after the project until the H1B
resource becomes billable again.

Now because the H1B candidate cannot change jobs easily and their green card
is tied to their visa sponsoring employer, many H1B consultants do not change
employers. In addition to restriction on changing employers, the candidates also are
stuck in the Green Card processing rut for many years at same salary level. This
provides a perfect opportunity for consulting companies and some US companies to
profit from bureaucratic process that surrounds this HIB & Green Card issue. As
matter of fact this protectionism has caused more pain and misery to American
citizens and done disservice to genuine American companies needing additional
resources to fulfill their I'T requirements.

The solution is to this issue:

(1) Make H1B portable (without paper work hassles) and tie it to an individual
(not company). That way the H1 candidate can compete openly in the job market and
the market will determine skill set levels and compensation for eligible candidates. If
the H1 candidates are unable to compete in the US job market, they will go back to
their home country. INS will also save on operational and processing costs and time.
(2) Let an applicant file their own green card after few years of being gainfully
employed. American businesses will also benefit from reduced operational and
processing costs and time.

Posted by: John | March 8, 2007 1:17 PM

18 I'm sick of hearing about all of the H-1B's who have to eventually leave the
country! The H-1B was meant as a TEMPORARY visa! If they are the 'best and
brightest', why do they have such a hard time understanding that? The H-1B is NOT
an automatic path to a green card!

Maybe they should change the rules so that people on an H-1B visa CAN'T
qualify for a green card. Then companies won't be so quick to bring people in on an
H-1B and train them. They know they will eventually lose them! Most of them do
anyway, because when the green card arrives a lot of them break away ASAP from
their handcuffs! Every H-1B I know is so anxious to get the green card so they can
leave their employer! That's why so many companies use the L-1 now - if they can
get it!

Could I go to India or China and work? What's the visa process like there? Last
I heard, I wouldn't be allowed to do anything but menial labor even though my skills
would be in high demand there! SAP is in high demand there, and all they have are
people who get suckered into paying lots of money for 'training institutes,' of which
MAYBE 10% get jobs in the field!

Posted by: Eddie | March 8, 2007 1:48 PM
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19 First time, Bill Gates raised the importance of skilled legal immigrants for
competitiveness of the United States and problem this community is facing due to
long backlog of Green Card. Today, every where people, media, and lawmakers are
talking about illegal immigrants. Skilled immigrants are overlooked by lawmakers
and media. First time, Bill Gates throw the light on skilled immigrants. Democrats
are more than eager to award path to citizenship to 12 millions illegals, who broke the
law, proved burden on the system and not paying any tax. skilled immigrants do not
have any problem with this amnesty but skilled legal immigrants should give priority.
Democrats don't want to give any relief to skilled immigrants out of CIR bill which is
on big dispute and do not have common ground and bipartition support. Businesses,
University, Hospitals and some grass root organizations like Immigrationvoice tried
to get some relief since last couple of years but Congress leadership is holding off it
as they think support of CIR will be weaken. They are concerned about illegals but
not to skilled legal immigrants who are contributing to economy, paying all taxes
including social security and totally obeying law.

Now United States in not heaven for best and brightest talent but it is heaven
for illegal immigrants.

Posted by: raj | March 8, 2007 8:42 PM

20 Bill Gates does not ask for the best and brightest. He asks for hundreds of
thousands of fresh BS graduates in engineering. If he wanted the best and brightest he
would be asking for Masters and PhDs...This is a war for control of our American
government:

Mega-rich vs. Middle-class

For more info, read:

http://www.computerworld.com/blogs/node/5136

Posted by: Anon | March 10, 2007 3:45 PM

21 I've worked with, trained, and put up with H1 folks for 10 years. They are
definitely NOT the best and the brightest, just the cheapest. Many have big egos,
phony resumes, certified in technologies they never really used (read a book, passed a
test), and poor communications skills. Most were rookies when they started with
some basic technical knowledge but very little actual experience. (That's why we had
to train them). Don't be fooled by Gates. This is what's really happening out there
today.

Most of the jobs in my previous 3 companies were outsourced to these guys. It
was counterproductive and put a lot of good American folks out of work. This is what
happens when accountants run IT, CIO bonuses based on how many jobs they
outsource, and dumb politicians listen to people like Mr. Bill (the evil one) Gates.

If Gates is so concerned about education, maybe he should go back and finish
HIS college degree. Microsoft would not hire him today. He is undereducated and
wants too much money.

Posted by: Gary F | March 11, 2007 4:37 PM
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22 There is no shortage and there never was. Emergency: Every American tech
and engineering worker MUST prepare for rapidly arriving unemployment and
bankruptcy if the bill to raise the H1B visa cap passes.

How do I know? Because that's what happened the last time the H-1b cap was
raised. Hundreds of thousands of foreign workers were imported here for a period of
several years until the visa cap went back down. During those same years, hundreds
of thousands of competent, productive American workers were let go, because
foreigners could be employed for less.

Contrary to popular belief, there are NO protections for American workers in
the existing law. What makes us think this time will be any different?

Bill Gates is absolutely lying when he says that skilled Americans have no
trouble finding work and when he insists that there is some sort of 'shortage' that
needs to be remedied.

I am an American IT professional, and I know what I am seeing. Salaries have
been stagnant, and opportunities few and far between, ever since the H-1b cap was
first raised.

Why on earth should any American student major in engineering, computer
science, or any related fied when these professions are being turned over to low-paid
foreign workers?

Posted by: Babs | March 23, 2007 2:17 PM

23 I've been watching developments in the H1B area for the last few months. I
have a very vested interest, as [ am one of the 150,000 applicants with an application
at USCIS. I wanted to share some of my story to show how this potentially affects us
and others.

My wife and I both came to the US from New Zealand in 2005 on independent
work visas. My wife has a PhD in neuroscience and works as a post doctoral
researcher. Her work involves research towards finding a cure for Parkinson's disease
and other neuro-degenerative disorders. I have masters of engineering degree in
artificial intelligence and work as the senior software architect for a $500M/yr global
corporation that manufactures GPS navigation systems for cars. I have been in this
company for seven years both in the US and New Zealand and built much of the
global technology team that exists today. I have personally created jobs and
employed people from all over the world, including the US. Diversity in our team is a
great strength.

Together my wife and I earn about $160,000 per year which is more then the
market salary in our respective jobs. Last year in 2006 we moved the majority of our
capital to the US and purchased an apartment.

I am presently on an L1B specialist knowledge visa, and my wife is on an
H1B. Why separate visas? Because this provides some robustness; if something
should go wrong we can be together in the US with at least one of us working. I say
"at least one" because the fact that you are married does not necessarily mean you can
work in the US because your husband or wife is working. Whether you can depends
on the subtleties of the different visa categories.
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All is not well however; the company that I work for (and effectively started) is
being sold, and because I am here on L1B that affects my visa status. Hopefully since
this is happening globally the visa can be simply amended with the name of the
purchasing company. However, this is not guaranteed, and to increase my chances,
the purchasing company is also applying for an HIB visa at the same time. Like the
L1B there is no guarantee that this will be approved, especially since this category
was oversubscribed on the first day applications for 2008 were received. The entire
process is costing around $10,000 with no guarantee of success. It is a very stressful
time for people like me where my future path depends on what happens with some
paperwork.

Both my wife and I are highly educated, highly skilled, individuals of
considerable means from an advanced country. We are here because both our
specialist careers depend on access to markets or facilities of a very particular type; a
type that does not necessarily exist where we come from owing to differences in
population size. We are also here because living and working in a slightly different
culture affords us a different perspective on the world and enriches our cultural
experience. So far I have to say it has been a great experience by and large.

I'd just like to remind readers not to tar all immigrants with the same brush.
There is a difference between legal and illegal immigration, there is a difference
between skilled and unskilled workers, and there are many reasons why people come
to the US. We will play by the rules although the processes and systems in place do
not necessarily make this pleasant or easy. We believe that a system based on
individual merit rather than generalization would be fair and reasonable. We hope
that our contribution to US society is valued and that we can continue to make it.

Posted by: Matt | April 5, 2007 11:01 AM

© 2008 The Washington Post Company [13]
5 Section V Freedom of Information

5.1 Text I “A Force for Democracy, or Global Free-For-All?” [14]
5.1.1 Read the text

Broadcasting and newspapers make it more difficult for repressive regimes to
keep their people ignorant of national and international events. Even in countries
where the press and media are tightly controlled, newspapers from free countries are
smuggled in news from the outside world. Telephones and fax machines enable
information to travel more easily across borders from one person to another. The
Internet takes this process of freeing information from control further. It not only
supports person-to-person communication by e-mail, it also enables a whole
population to tap into international news and current affairs and to search for
information on particular topics.
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Some governments are so worried about the Internet and what their people
might learn by using it that they are actively trying to stop people from accessing it.
In North Korea, it is illegal for private citizens to use the Internet. In Burma, anyone
who wants to use the Internet has to register with the police. In Malaysia, Internet
cafes must keep a record of all customers using their Internet terminals. In other
countries, including China, Vietnam and Saudi Arabia, access to web sites that the
government disapproves of for political, religious or moral reasons, is blocked. But
even if the government closes down a web site in one country, new versions of the
site may be set up in other parts of the world. The Internet is very difficult for
governments to censor.

In democratic societies people often disagree with some of the things their
governments do.

Minorities, who cannot achieve political change through the ballot box, may
seek other ways to realize their ambitions. The Internet has become important to them
too. Political activists seek to obtain coverage in the national press and broadcast
news media to gain support for their aims. One way of ensuring coverage is to attract
people to high-profile demonstrations. More people mean greater coverage. To that
end, there are web sites carrying news of forthcoming protests and demonstrations in
the hope that like-minded people will see where and when the next event is to happen
and attend it. Some groups who receive news coverage are unhappy about the way
filmed reports are edited and broadcast, so they are fighting back by making their
own video reports and releasing them on the Web, thus bypassing the broadcast
media. [14]

5.1.2 Find the main idea of the text

5.1.3 Discuss the problem of Freedom of Information
5.2 TextII “The language barrier”

5.2.1 Read the text

If you speak English, cyberspace is a wonderful place. But what if you don’t?
English is most widely used language on the Internet, because the Internet developed
first and fastest in English-speaking countries. But it is predicted that Net users who
are not native English speakers will dominate the Net by 2002. So English speakers
surfing the Net are increasingly likely to come across web sites in non-English
languages. Web sites often offer two or more language options. Usually one of them
is English, so English-speaking surfers can access web sites originating from, say,
Japan, or most Western European and Scandinavian countries.

There are computer programs that can translate one language into another.
There are also web sites that enable text to be translated between the world’s major
languages. In future, on-line interpreters might be able to translate any web site from
one language to another in real time — so that, say, for a Spanish speaker logging on
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to a German web site the site would appear translated automatically into Spanish.
[14]

5.2.2 Answer the questions

1 Is it easy for you to surf the Internet?
2 What other languages are used in the Internet?

5.3 Text III “Rare languages”
5.3.1 Read the text

Hundreds of rare or lesser used, languages are spoken by a minority of people
compared to the world’s major languages. These languages include Catalan (spoken
mainly in Spain and France), Sardinian (spoken on the island of Sardinia), Romansh
(spoken in Switzerland) and Sami (spoken in northern Finland). The growth of the
Internet, which encourages people to communicate in English, could drive these
little-used languages out of existence. Alternatively, the Internet might have the
opposite effect. It might actually save some of these endangered languages from
extinction more of the people who speak them to communicate and keep them alive.

The cost of Internet access once prevented many people from going on-line.
But now easier Internet access and, in some places, free access is bringing the Net
within the reach of more people in both developed and developing nations. In
Denmark, for example, the public can access the Internet free of charge at most
public libraries. Anyone who can’t afford to buy their own equipment can buy time
on terminals at Internet bars and cafes. And access through televisions and mobile
phones may also make the Internet available to people who don’t want, or cannot
afford, to buy a computer.

The situation is different in the developing world, where extreme poverty still
prevents millions of people from joining the global on-line community. These people
could benefit from basic information about health, hygiene and medicine. Parents
could be helped with child care advice. Farmers could receive help with agricultural
problems. But villagers, parents and farmers in the developing world rarely own
computers or surf the Web.

A problem in Africa is that there are relatively few telephone lines, and many
of the remote communities and sparsely inhabited places may never be cabled for
communications. But there are hundreds of local radio stations across Africa and
many of them have Internet access. They broadcast advice and information received
via the Web to villagers who have radio sets. They can also relay answers to specific
questions and appeals for help. In future, satellites may provide the communications
services that are essential for widespread Internet connection across the African
continent. [14]
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5.3.2 Get to know more about Nationalities and Languages
1 What do we call the people who come from these countries?

Japan America Chile Sweden Holland Spain Italy Greece Germany France
Brazil Canada Australia India Hungary Czech Republic China Poland Norway
Portugal Turkey Iran Nigeria Egypt Uruguay

2 What other nationalities do you know?

3 What languages do the nationalities above speak?
5.4 Text IV “Health and Ergonomics: Fact or Fancy?”
5.4.1 Read the text

The wrist brace seems to be a sign of the times. Once worn mainly by athletes
and jackhammer operators, we now see it worn by supermarket cashiers, office
workers, and other who perform repetitive wrist motions. The culprit in most
instances seems to be a keyboard that is too high and that requires constant flexion of
the wrist. The resulting trauma, whether carpal tunnel syndrome or another disorder,
sometimes becomes severe enough to require surgery. Lowering the keyboard is a
simple but often ignored preventative measure; some new keyboards have been
designed to allow typing with a more natural position for the hands, arms, and
shoulders.

Other health-related questions have to do with the placement of the monitor,
the chair, and the desk.

Will the operator have to squint or stoop?

Is his or her back supported properly?

Is there radiation from the front of the monitor on our desk or from the back of
the monitor behind us?

What will the effect be in the short term?

The long term?

Will working in this environment cause unbearable stress?

Sterility?

Migraine headaches?

What about the noise of half-a-dozen impact printers all going at once?

Are there harmful fumes escaping from the laser printer or the copy machine?

Is the air circulation adequate?

How well is the office designed?

What are the safety features?

Should employers be required to supply furniture designed ergonomically (that
1s, with the comfort and safety of people in mind)?

These are real questions. They deserve real answers. [14]
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5.4.2 Answer the questions at the end of the text
5.5 TextV “Adopt the Correct Posture”

5.5.1 Read the text

Close work with a computer screen is often the root of postural problems such
as fatigue, fatigue, cramp and pain in certain muscles and tendons. The areas of the
body that are mainly affected are the neck, the shoulders, and the small of the back
the wrist and the hand. The main factors that contribute to muscle-skeletal pains are
the incorrect posture adopted by many computer users? Linked with the non-
ergonomic arrangement of the work area and the problems associated with the
keyboard.

The main reason for the onset of most pains is that many computer workers
adopt one of the following incorrect positions: neck leaning forward, back bent,
shoulders lifted, arms outstretched, and forearms and hands lifted. However, a simple
adjustment of your chair and desk will allow for more comfort in the workspace:

o The monitor should be at eye level;
° Things should be horizontal, feet flat on the floor or on a foot rest;
o The angle between the hand and the forearm should never be less than 90

degrees, and the hand should be aligned with the forearm.

The back should be straight in order to ease the tension of the shoulders and the
strain on the neck muscles. Adjust the back of your chair or use a cushion to enhance
an upright position.

However, no ideal position may be kept for a long time: maintaining the same
position for a prolonged period leads to immobility of the limbs and, since this is in
effect a muscular strain, it will make you tired. So stand up every hour and take a
break.

Allow your body to move, walk a few steps regularly. Periodically adjust the
focus of your eyes, the range of your thoughts, and then go back to computing. You
will be more refreshed and more efficient.

Position of a keyboard can also be one of the main reasons for aches in the
working place. Keeping the wrist at an uncomfortable angle can cause harm or
provoke pain. If possible, adjust the keyboard upwards or downward in order to make
your typing more comfortable.

Try not to use a keyboard which is too deep, and experiment with a wrist bar.
Less forceful typing will reduce muscular tension. So-called ergonomic keyboards
may reduce the strain on wrists, as these keyboards are specially adapted to the
natural position of the hand and wrist limit movements of the head and eyes by
keeping documents closer to the screen; try using a document holder. Be wary of
reflections which may force you to adopt a less comfortable position in order to read
the screen.

Drs Bowers and Putz, physical therapists from the Moscow Adventist Health
Center, mention other factors at play in muscular-skeletal troubles. “Computing can
complicate already pre-existing problems: it may not be the entire cause. Problems
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concerning the back, shoulders and neck are complicated by computer use. So when
treating these pains, the most important thing to do first is to assess the problemy.
[14]

5.6 Text VI “Microsoft”

5.6.1 Read and translate the text

Bill Gates is the head of the software company Microsoft and is one of the
world's wealthiest men. Gates and Paul Allen founded Microsoft in the 1970s, though
Allen left the company in 1983. Gates oversaw the invention and marketing of the
MS-DOS operating system, the Windows operating interface, the Internet Explorer
browser, and a multitude of other popular computer products. Along the way he
gained a reputation for fierce competitiveness and aggressive business savvy. During
the 1990s rising Microsoft stock prices made Gates the world's wealthiest man; his
wealth has at times exceeded $75 billion, making Gates a popular symbol of the
ascendant computer geek of the late 20th century. In June of 2006, Gates announced
that he would step down from day-to-day involvement in Microsoft by July of 2008.
He said he would then remain chairman of the Microsoft board while focusing on his
charitable foundation, the Bill and Melinda Gates Foundation.

Gates married Melinda French, a Microsoft employee, on 1 January 1994. The
couple have three children: daughters Jennifer Katharine (b. 1996) and Phoebe Adele
(b. 2002) and son Rory John (b. 1999)... Gates's personal charitable initiative, the Bill
and Melinda Gates Foundation, has focused on global health issues, especially on
preventing malaria and AIDS in poor countries... For their philanthropic activities,
Time magazine named Bill and Melinda Gates (along with rock star and activist
Bono) its Persons of the Year for 2005.

Cofounder and chairman, Microsoft Corporation

Born: October 28, 1955, in Seattle, Washington.

Education: Attended Harvard University, 1973-1975.

Family: Son of William Henry Gates II (attorney) and Mary Maxwell
(teacher); married Melinda French (Microsoft manager), January 1, 1994; children:
three.

Career: Lakeside Programming Group, 1968-1969, founder; Traf-O-Data,
1970-1973, founder; Microsoft Corporation, 1975, founder and chairman; 1975-2000,
CEO; 1992-1998, president.

Awards: U.S. National Medal of Technology, 1993; Chief Executive of the
Year, Chief Executive, 1994; President's Medal of Leadership Award, New York
Institute of Technology, 1995; Louis Braille Gold Medal, Canadian National Institute
for the Blind, 2002; Knight Commander of the Order of the British Empire, 2004.

Publications: The Road Ahead (with Nathan Myhrvold and Peter Rinearson),
1995; Business @, the Speed of Thought, 1999.

Address: Microsoft Corporation, 1 Microsoft Way, Building 8, North O,
Redmond, Washington 98052-6399; http://www.microsoft.com.
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William Henry Gates III cofounded the Microsoft Corporation in 1975, built
his software company into the one of the most successful businesses in the world, and
established himself in the process as the world's richest man. Although Bill Gates
started Microsoft as a small business based on a single innovative software program
that he had helped to develop, his real genius was his business acumen. As the long-
time CEO of Microsoft, Gates was able to borrow and integrate other computer
programmers' innovations and sell them to a new and rapidly expanding home
computer market. In 1985, 10 years after Microsoft was founded, it had $140 million
in revenue, which grew to $28 billion by 2002. One of the pioneers of home
computing, Gates proved himself to be a technological visionary and software
applications guru. According to industry analysts, he also demonstrated that he was a
shrewd marketing strategist as well as an aggressive corporate leader.

A Precocious Pioneer

Gates grew up in a prosperous area of Seattle, Washington, with his parents
and two sisters. The son of a lawyer and a schoolteacher, Gates attended a public
grade school and then the Lakeside School, a private college preparatory institution.
It was at Lakeside that he first became interested in the relatively new field of
computer programming, met his friend and future business partner Paul Allen, and
developed his first computer software program at the age of 13.

In 1968 the Lakeside School was still purchasing computer time on a machine
owned by General Electric, as computers were extremely expensive in the late 1960s.
Gates and his friends from Lakeside became fascinated with the machines and
formed the Lakeside Programmers Group to try to make money in the computer field.
The Programmers Group primarily earned its founders free computing time on
machines owned by a company in Seattle. Gates and Allen then formed a company
that they called Traf-O-Data. They put together a small computer for measuring
traffic flow and made about $20,000. The company remained in business until Gates
and Allen graduated from high school. Although Gates was interested in computers,
he enrolled at Harvard University with the intention of becoming a lawyer like his
father. By the time he was a sophomore in 1975, however, Gates was more interested
in computers and electronics than in his pre-law studies.

What became the Microsoft Corporation grew out of two college
undergraduates' bluff and bravado. Gates's old friend Allen showed him an
advertisement for a kit to build a home computer. The two called the computer's
manufacturer, MITS, saying that Gates had taken a primary computer language called
BASIC and adapted it for the machine. When MITS expressed interest, Gates and
Allen ignored their studies and spent the next four weeks frantically working on
turning their boast into reality. In an interview in Money, Gates later recalled, "One
little mistake would have meant the program wouldn't have run. The first time we
tried it was at MITS, and it came home without a glitch" (July 1986).

Having written the first computer language for a personal computer, Gates and
Allen established the Microsoft Corporation in 1975. The name "Microsoft" was
formed from the words "microcomputer" and "software." Gates then dropped out of
Harvard in 1976 and focused on building the new business. He believed that there
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was a market for computer software and that the market was going to expand rapidly
as affordable computers were developed for home use.

Right Place at right Time

Although Gates rightfully earned credit for building one of the fastest-growing
and most profitable companies ever established, Microsoft started out on a shaky
foundation. Gates and Allen had sold their first commercially developed software for
$3,000 and royalties. Before long, however, Microsoft found itself unable to cover its
overhead. Even though Gates and Allen received royalties, their software was also
pirated by computer hackers. This piracy led Gates to write an "Open Letter to
Hobbyists," which said that computer software should not be copied by the then
relatively small computer community without the developer's permission. Gates also
recognized at this point in time that the future of computer software lay in owning a
standard software package to be used on most computers.

By the late 1970s the computing giant IBM had plans for marketing a personal
computer for home use. They approached Microsoft to develop the standard
operating system for their home computer models. Gates and Allen then went out and
purchased for $50,000 an operating system called Q-Dos, which had been developed
by Seattle Computer. Q-Dos was compatible with the Intel processor that IBM
intended to use. The two then adapted the Q-Dos system and presented it to IBM.
Money magazine quoted Gates as recalling, "We bet all our resources on that system"
(July 1986).

Gates had learned well his early lessons in the software business. He insisted
that IBM make Microsoft the exclusive software licensee for their home computers,
meaning that all IBM products would have Microsoft operating systems.
Furthermore, Gates negotiated a contract that allowed Microsoft to retain the right to
manufacture and license the software, which he and Allen had named MS-DOS, to
other manufacturers. Because there were three other operating systems for
microprocessors at that time, Gates didn't own the sole industry standard. But he was
well on his way. He and Allen made MS-DOS the most attractive system to computer
manufacturers because Microsoft offered a flat-fee license rather than a per-unit
contract. Gates and Allen also encouraged software developers to create programs
that would broaden their system's capabilities. Their strategy was a huge success
because manufacturers initially saved money. In addition, the software developers
had an easier job designing such single applications as word processing for use on
computers made by other manufacturers.

These negotiations demonstrated that Gates was willing to defer immediate
earnings for much greater future profits. His plan was based on building a mass of
users for Microsoft products, which would mean the company would own the
industry standard. Once Gates's company owned the standard, it could then revert to
selling its software at per-unit prices rather than general licenses.

While the contract with IBM placed Microsoft on its way to legendary business
growth, it also established a precedent for what some considered Gates's unsavory
business practices. When he and Allen had approached Seattle Computer, the
software's original developer, they omitted to mention that they were in negotiations
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with IBM to develop their operating system. Seattle Computer later sued Microsoft
on the grounds that it had hidden its relationship with IBM in order to purchase
Seattle's system at what turned out to be a bargain-basement price. The two
companies came to an out-of-court settlement without Gates or Microsoft admitting
to any guilt or duplicity in the original purchase.

Marketing Trumps Challengers

Paul Allen, who had been serving as Microsoft's head of research and new
product development, left the company in 1982 after being diagnosed with Hodgkin's
disease. The following year, Gates faced a major challenge to Microsoft's domination
of operating systems for home computers when a company called VisiCorp
developed a mouse-driven computer system with a user interface based on graphics
rather than the keyboard-based and text-driven system of MS-DOS. Gates quickly
recognized that VisiCorp's system would be the wave of the future because it was
much easier for technologically unsophisticated people to use. Even though Microsoft
did not have such a system in the works at that point, Gates started an advertising
campaign with an announcement at the Plaza Hotel in New York City that a new
Microsoft operating system with graphical user interface (GUI) would soon be
marketed. This next-generation system was to be called "Windows."

Gates's announcement was a bluff; the truth was that Microsoft was nowhere
near developing such a system. But the marketing ploy worked because people
preferred to wait for a system designed to be compatible with their existing Microsoft
products rather than undergo the trouble and expense of installing an entirely new
operating system. Furthermore, Windows allowed users to avoid buying new
software applications to replace the DOS-compatible programs they currently owned.
Windows 1.0 was finally released in 1985. That same year Microsoft reported $140
million in revenue, including $46.6 million from overseas users.

Microsoft's growth continued to be relatively smooth in spite of several
challenges, in part because the fiscally conservative Gates had financed most of the
company's expansion entirely from its earnings. This cautious approach to financing,
however, did not reflect an unwillingness to take risks. In January 1986 Gates
launched an ambitious long-term project to develop a new data storage system based
on a compact disk, or CD-ROM, that could hold any type of computer file, including
music and visual files. In March of that same year, he took the company public. His
40 percent ownership of Microsoft shares made his net worth $390 million by June
1986.

Gates had effectively cornered the market for operating software for the vast
majority of personal computers (PCs) as well as developing a wide range of other
popular programs. He effectively became a billionaire in March 1987, when his
company's stock rose to $90.75 per share, up from $21.50 per share when the
company went public. Brian O'Reilly commented a few months later in Fortune,
"[Gates] apparently has made more money than anyone else his age, ever, in any
business" (October 12, 1987).
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Gates Switches Gears

Industry analysts had praised Gates for guiding his company on a path of
growth that saw its revenue stream increasing by more than 50 percent per year in a
extremely competitive, even cutthroat, market. They credited much of this success to
Gates's ability to capitalize early and effectively on industry trends and his
willingness to take risks on such fledgling technologies as Microsoft's CD-ROM-
based software packages, which became industry standards. Furthermore, Gates had
organized the company's structure so that it worked concurrently on all phases of a
software product's business cycle from development to distribution. Larry Michels,
an early software developer, told Mary Jo Foley of Electronic Business, "Other
software vendors have modeled themselves after the hardware business. Microsoft
created its own model of how to do business" (August 15, 1988).

Although Gates had established himself as a visionary, he did not always hit
the mark. For years he had paid little attention to the business potential of the
Internet, which led him to say later that he regretted not having focused more closely
on Microsoft's capabilities for e-mail and networking. In 1995, however, he did an
about-face and began to redirect the company's efforts in this area. His success was
measured by the fact that Microsoft's Internet Explorer Web browser had become the
industry leader by 2000. Gates's success in developing a competitive Internet
browser, as well as coming out on top of the desktop-database and office-suite wars
of the 1990s, proved that he had formed a company nimble enough to jump into a
market that others were developing and take the lead away from the competition.

In 1998 Gates announced a new phase in Microsoft's expansion that would
allow him to concentrate his energies on strategy and product development. At the
same time the company funneled larger amounts of money into improving customer
support and feedback. Gates planned to direct the company's work in such areas as
intelligent telephones and television, as well as the integration of such new computer
input techniques as speech, vision, and handwriting. Although Windows had already
gone through several upgrades, Gates wanted to continue improving its ease of use
and reliability. To free himself up for this work, he stepped down as president, a
position he had held since 1992, but remained Microsoft's chairman and CEO.

Showdown With the Government

Microsoft earned $19.75 billion in revenue during the fiscal year 1999. Bill
Gates had become an icon not only in the computer and business worlds but also in
the eyes of the general public. His ghostwritten book 7The Road Ahead, which
outlined his vision of the future, topped many best-seller lists for more than three
months. In spite of Gates's financial and literary success, however, he found himself
facing his biggest challenge yet as the 1990s came to an end.

The challenge came this time from the United States government rather than
from Microsoft's competitors. Gates and Microsoft had come under increasing
scrutiny for unfair business practices from the time of the court case that followed
Microsoft's purchase of the Q-Dos operating system from Seattle Computer in 1980.
In 1993 the U.S. Justice Department began an investigation into Microsoft's contracts
with other computer manufacturers that led to an agreement from Gates in 1994 to
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eliminate some of Microsoft's restrictions on the use of its products by other software
makers. In 1997, however, the Justice Department sued Microsoft for forcing
computer makers to sell its Internet browser as a condition of using the Windows
systema€”a de facto violation of the 1994 consent decree. In December 1997 a U.S.
district judge issued a preliminary injunction forcing Microsoft to temporarily stop
requiring manufactures who sold Windows 95 "or any successor [program]" to install
its Internet Explorer.

Microsoft appealed the injunction, but the following year the Justice
Department and 20 state attorneys general sued Microsoft, charging that it illegally
thwarted competition to protect and extend its software monopoly. Although
Microsoft won its initial appeal in 1998 to reverse the 1997 decision, Gates soon
found himself being questioned for 30 hours over a three-day period in a videotaped
deposition for the upcoming antitrust trial. The government finally rested its case on
January 13, 1999, and the Microsoft defense team ended its case on February 26. The
final oral arguments from each side were presented on September 21, 1999.

After the judge presented his findings of fact on the case on November 5, Gates
issued a response disagreeing with many of the findings that went against Microsoft.
In a statement released to the press as reported by Court TV Online, Gates noted,
"Microsoft competes vigorously and fairly. Microsoft is committed to resolving this
case in a fair and a factual manner, while ensuring that the principles of consumer
benefits and innovation are protected" (November 6, 1999).

U.S. District Judge Thomas Penfield Jackson ruled in June 2000 that Microsoft
was a monopoly which had illegally exploited the dominance of Windows, at that
point installed on over 95 percent of the world's personal computers. Judge Jackson
then ordered Microsoft to be broken up into several smaller companies. It was the
most severe antitrust ruling since the breakup of AT&T in 1984. Jackson's decision
was reversed on appeal, however, and the company received a far less severe
punishment directed toward restricting some of its business practices. In spite of this
relatively favorable outcome, however, Gates continued to battle competitors in
American courtrooms over Microsoft's business practices. In addition, he found
himself subjected to litigation in Europe, where Microsoft was once again accused of
exploiting its monopoly of Windows to control other computer-related industries,
including media-player and server software companies.

Despite the controversy over whether Gates had created a company that used
its dominance of the desktop computer system to obtain unfair control of newer
computer-related markets, Microsoft continued to prosper. Gates stepped down as
CEO in 2000 but kept his position as chairman of Microsoft as well as its chief
software architect. In 2004 he doubled the company's research and development
budget to $6.8 billion and began pushing a new Windows personal computer
operating system code-named Longhorn.

Management Style: Workaholic

Although Gates was long known as a "boy wonder" in the computer and
business worlds, his management style was anything but immature. As was noted in a
BBC News article, "Gates has come to be known for his aggressive business tactics
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and confrontational style of management" (January 26, 2004). Although he was
considered a charismatic leader within his own company, he was also extremely
tougha€”he fired Microsoft's first company president after only 11 months on the job.

An intense businessman who typically put in 16-hour days and took only two
three-day vacations in the first five years after establishing the corporation, Gates was
demanding and strong-willed about implementing his vision. Coworkers, clients, and
industry analysts also remarked, however, that he did not surround himself with yes-
sayers but was more than willing to change his mind if someone convinced him of a
better alternative. Analysts also observed that one of the keys to Gates's success was
his ability to focus on the fundamentals of the business while keeping office politics
or his own ego from getting in the way. "Most of what I do is leading," Gates once
said in Electronic Business. "Managing applies to the people who work directly for
me" (August 15, 1988).

Gates was known from the beginning of his career as the epitome of a hard-
driving businessman respected by his allies and feared by his competitors. It was his
vision that guided Microsoft's immense success. In addition, Gates had an uncanny
ability to tackle both the managerial and technical sides of Microsoft's operations. He
was especially noted for his success as a marketing strategist who priced his products
for the mass market rather than computer specialists. In 1999 the Journal of Business
Strategy listed Gates among a handful of people who had the greatest influence on
business strategy over the last century.

Gates also had his fair share of critics. In addition to accusations of predatory
and possibly illegal business practices, some analysts remarked that Gates did not
really foster in-house product innovation but tended to focus his attention instead on
blocking advances by other companies.

On the other hand, supporters of Gates's managerial style and business acumen
pointed out that Microsoft continued to prosper even in the midst of the 2002
information technology slump, growing at 20 percent each quarter and posting a
phenomenal 35 percent after-tax profit margin. Despite all his financial success,
however, Gates remained a fiscal conservative. He was renowned for his penny-
pinching traveling habits, demanding that his schedule be filled for the entire day
when he was on the road promoting his company.

No Time to Rest

Gates was still the world's wealthiest person in early 2004, with a personal
fortune estimated at $60.56 billion. He remained a hands-on leader at Microsoft,
however, maintaining an active work schedule as the company's chairman and chief
software architect. As noted by Ron Anderson in Network Computer, "... no doubt
his presence [at the company] will make itself known well into the decades ahead"
(October 2, 2000).

In addition to extending Microsoft's success, Gates also turned his attention to
philanthropy, including the establishment of the Bill and Melinda Gates Foundation.
Gates and his wife endowed the foundation with $24 billion to support philanthropic
initiatives in the areas of global health and learning. For example, Gates made plans
in February 2004 to donate $82.9 million for research to develop a new vaccine
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against tuberculosis. In addition to his duties at Microsoft and his efforts in
philanthropy, Gates sat on the board of ICOS, a company that specialized in protein-
based and small-molecule therapeutics. [15]

5.7 Get acquaintance with Gates’ biography
5.7.1 Read the Quotes By Bill Gates. Do you agree with him?

1 "Often you have to rely on intuition."

2 "We all learn best in our own ways. Some people do better studying one
subject at a time, while some do better studying three things at once. Some people do
best studying in structured, linear way, while others do best jumping around,
surrounding a subject rather than traversing it. Some people prefer to learn by
manipulating models, and others by reading."

3 "There are no significant bugs in our released software that any significant
number of users want fixed".

5.7.2 Discuss the problems mentioned above
5.7.3 Read the text about Bill Gates, translate it and be ready to retell it

William Henry Gates III (born October 28, 1955) is an American
entrepreneur, philanthropist and chairman of Microsoft, the software company he
founded with Paul Allen. During his career at Microsoft he has held the positions of
CEQ and chief software architect, and he remains the largest individual shareholder
with more than 8 % of the common stock.

Gates is one of the best-known entrepreneurs of the personal computer
revolution. Although he is widely admired, his business tactics have been criticized
as anti-competitive and in some instances ruled as such in court. Since amassing his
fortune, Gates has pursued a number of philanthropic endeavors, donating large
amounts of money to various charitable organizations and scientific research
programs through the Bill & Melinda Gates Foundation, established in 2000.

The annual Forbes magazine's list of The World's Billionaires has ranked
Gates as the richest person in the world from 1995 to 2007, with recent estimates
putting his net worth near $59 billion."! When family wealth is considered, his family
ranks second behind the Walton family, heirs of Wal-Mart founder Sam Walton. In
July 2007, Fortune Magazine reported that the increase in value of Mexican
billionaire Carlos Slim's holdings of stock caused him to surpass Bill Gates as the
world's richest man. Forbes however, maintains that Slim is still second to Gates as of
its last calculation of billionaire fortunes. Forbes does not plan to recalculate Slim's
wealth until next year.

Early life
William Henry Gates III was born in Seattle, Washington to William H. Gates,
Jr. (now Sr.) and Mary Maxwell Gates. His family was wealthy; his father was a
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prominent lawyer, his mother served on the board of directors for First Interstate
Bank and the United Way, and her father, J. W. Maxwell, was a national bank
president. Gates has one older sister, Kristi (Kristianne), and one younger sister,
Libby. He was the fourth of his name in his family, but was known as William Gates
IIT or "Trey" because his father had dropped his own "III" suffix. Several writers
claim that Maxwell set up a million-dollar trust fund for Gates. A 1993 biographer
who interviewed both Gates and his parents (among other sources) found no evidence
of this and dismissed it as one of the "fictions" surrounding Gates's fortune. Gates
denied the trust fund story in a 1994 interview and indirectly in his 1995 book The
Road Ahead.

Gates excelled in elementary school, particularly in mathematics and the
sciences. At thirteen he enrolled in the Lakeside School, Seattle's most exclusive
preparatory school. When he was in the eighth grade, the school mothers used
proceeds from Lakeside's rummage sale to buy an ASR-33 teletype terminal and a
block of computer time on a General Electric computer. Gates took an interest in
programming the GE system in BASIC and was excused from math classes to pursue
his interest. After the Mothers Club donation was exhausted he and other students
sought time on other systems, including DEC PDP minicomputers. One of these
systems was a PDP-10 belonging to Computer Center Corporation, which banned the
Lakeside students for the summer after it caught them exploiting bugs in the
operating system to obtain free computer time.

At the end of the ban, the Lakeside students (Gates, Paul Allen, Ric Weiland,
and Kent Evans) offered to find bugs in CCC's software in exchange for free
computer time. Rather than use the system via teletype, Gates went to CCC's offices
and studied source code for various programs that ran on the system, not only in
BASIC but FORTRAN, LISP, and machine language as well. The arrangement with
CCC continued until 1970, when it went out of business. The following year
Information Sciences Inc. hired the Lakeside students to write a payroll program in
COBOL, providing them not only computer time but royalties as well. At age 14,
Gates also formed a venture with Allen, called Traf-O-Data, to make traffic counters
based on the Intel 8008 processor. That first year he made $20,000; however, when
his age was discovered, business slowed.

As a youth, Bill Gates was active in the Boy Scouts of America where he
achieved its second highest rank, Life Scout. According to a press inquiry, Bill Gates
stated that he scored 1590 on his SATs. He enrolled at Harvard College in the fall of
1973 intending to get a pre-law degree, but did not have a definite study plan. While
at Harvard, he met his future business partner, Steve Ballmer, whom he later
appointed as CEO of Microsoft. At the same time, he co-authored and published a
paper on algorithms with computer scientist Christos Papadimitriou.

Microsoft

After reading the January 1975 issue of Popular Electronics that demonstrated
the Altair 8800, Gates contacted MITS (Micro Instrumentation and Telemetry
Systems), the creators of the new microcomputer, to inform them that he and others
were working on a BASIC interpreter for the platform. In reality, Gates and Allen did
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not have an Altair and had not written code for it; they merely wanted to gauge
MITS's interest. MITS president Ed Roberts agreed to meet them for a demo, and
over the course of a few weeks they developed an Altair emulator that ran on a
minicomputer, and then the BASIC interpreter. The demonstration, held at MITS's
offices in Albuquerque, was a success and resulted in a deal with MITS to distribute
the interpreter as Altair BASIC. Paul Allen was hired into MITS, and Gates took a
leave of absence from Harvard to work with Allen at MITS, dubbing their partnership
"Micro-soft" in November 1975. Within a year, the hyphen was dropped, and on
November 26, 1976, the tradename "Microsoft" was registered with the USPTO.

Microsoft's BASIC was popular with computer hobbyists, but Gates discovered
that a pre-market copy had leaked into the community and was being widely copied
and distributed. In February 1976, Gates wrote an Open Letter to Hobbyists in the
MITS newsletter saying that MITS could not continue to produce, distribute, and
maintain high-quality software without payment. This letter was unpopular with
many computer hobbyists, but Gates persisted in his belief that software developers
should be able to demand payment. Microsoft became independent of MITS in late
1976, and it continued to develop programming language software for various
systems.

According to Gates, people at Microsoft often did more than one job during the
early years; whoever answered the phone when an order came in was responsible for
packing and mailing it. Gates oversaw the business details, but continued to write
code as well. In the first five years, he personally reviewed every line of code the
company shipped, and often rewrote parts of it as he saw fit.

IBM partnership

In 1980 IBM approached Microsoft to make the BASIC interpreter for its
upcoming personal computer, the IBM PC. When IBM's representatives mentioned
that they needed an operating system, Gates referred them to Digital Research (DRI),
makers of the widely used CP/M operating system. IBM's discussions with Digital
Research went poorly, and they did not reach a licensing agreement. IBM
representative Jack Sams mentioned the licensing difficulties during a subsequent
meeting with Gates and told him to get an acceptable operating system. A few weeks
later Gates proposed using 86-DOS (QDOS), an operating system similar to CP/M
and which Tim Paterson of Seattle Computer Products had made for hardware similar
to the PC. Microsoft made a deal with SCP to become the exclusive licensing agent,
and later the full owner, of 86-DOS, but did not mention that IBM was a potential
customer. Gates never understood why DRI had walked away from the deal, and in
later years he claimed that DRI founder Gary Kildall capriciously "went flying"
during an IBM appointment, a characterization that Kildall and other DRI employees
would deny. After adapting the operating system for the PC, Microsoft delivered it to
IBM as PC-DOS in exchange for a one-time fee Gates insisted that IBM let Microsoft
keep the copyright on the operating system, because he believed that other hardware
vendors would clone IBM's system.”®! They did, and the sales of MS-DOS made
Microsoft a major player in the industry.
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Strategy and management

From Microsoft's founding in 1975 wuntil 2006, Gates had primary
responsibility for Microsoft's product strategy. He aggressively broadened the
company's range of products, and wherever Microsoft achieved a dominant position
he vigorously defended it. Many decisions that led to antitrust litigation over
Microsoft's business practices have had Gates' approval. In the 1998 United States v.
Microsoft case, Gates gave deposition testimony that several journalists characterized
as evasive. He argued with examiner David Boies over the definitions of words such
as: compete, concerned, ask, and we. Business Week reported:

Early rounds of his deposition show him offering obfuscatory answers and
saying 'l don't recall' so many times that even the presiding judge had to chuckle.
Worse, many of the technology chief's denials and pleas of ignorance were directly
refuted by prosecutors with snippets of e-mail Gates both sent and received.

Gates later said that he had simply resisted attempts by Boies to
mischaracterize his words and actions. As to his demeanor during the deposition, he
said "Whatever that penalty is should be levied against me: rudeness to Boies in the
first degree." Despite Gates' denials, the judge ruled that Microsoft had committed
monopolization and tying, blocking competition, in violation of the Sherman Act.

As an executive, Gates met regularly with Microsoft's senior managers and
program managers. Most firsthand accounts of these meetings portray him as hostile,
berating managers for perceived holes in their business strategies or their proposals
which place the company's long-term interests at risk. He has been described shouting
at length at employees before letting them continue, with such remarks as "That's the
stupidest thing I've ever heard!" and "Why don't you just give up your options and
join the Peace Corps?" However, he was also known to back down when the targets
of his outbursts responded frankly and directly. When subordinates appeared to be
procrastinating, he was known to quip, "Do you want me to do it over the weekend?"

Gates' role at Microsoft for most of its history was primarily a management and
executive role. However, he was an active software developer in the early years,
particularly on the company's programming language products. He has not officially
been on a development team since working on the TRS-80 Model 100 line, but he
wrote code as late as 1989 that shipped in the company's products. On June 15, 2006,
Gates announced that he would transition out of his day-to-day role over the next two
years to dedicate more time to philanthropy. He divided his responsibilities between
two successors, placing Ray Ozzie in charge of day-to-day management and Craig
Mundie in charge of long-term product strategy. One of his last initiatives before
announcing his departure was the creation of a robotics software group at Microsoft.

Personal life

Gates married Melinda French of Dallas, Texas on January 1, 1994. They have
three children: Jennifer Katharine Gates (1996), Rory John Gates (1999) and Phoebe
Adele Gates (2002). Bill Gates' house is one of the most expensive houses in the
world, and i1s a modern 21st century earth-sheltered home in the side of a hill
overlooking Lake Washington in Medina, Washington. According to King County
public records, as of 2006, the total assessed value of the property (land and house) is
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$125 million, and the annual property tax is $991,000. Also among Gates' private
acquisitions is the Codex Leicester, a collection of writings by Leonardo da Vinci,
which Gates bought for USD $30.8 million at an auction in 1994.

Gates' e-mail address has been widely publicized, and he received as many as
4,000,000 e-mails in 2004, most of which were spam. He has said that much of this
junk mail "offers to help [him] get out of debt or get rich quick", which "would be
funny if it weren't so irritating".

Wealth and investments

Gates has been number one on the "Forbes 400" list from 1993 through to 2006
and number one on Forbes list of "The World's Richest People" from 1995 to 2006
with 57 billion U.S. dollars. In 1999, Gates's wealth briefly surpassed $100 billion
causing him to be referred to in the media as a "centibillionaire". Since 2000, the
nominal value of his Microsoft holdings has declined due to a fall in Microsoft's
stock price after the dot-com bubble and the multi-billion dollar donations he has
made to his charitable foundations. In May 2006, Gates said in an interview that he
wished that he were not the richest man in the world, stating that he disliked the
attention it brought. A July 3, 2007 report by Mexican financial journalist Eduardo
Garcia indicated that Gates' position as the wealthiest person in the world has in fact
been usurped by telecommunications magnate Carlos Slim HelA°.

Gates has several investments outside Microsoft, which in 2006 paid him a
salary of US$966,667. He founded Corbis, a digital imaging company, in 1989. In
2004 he became a director of Berkshire Hathaway, the investment company headed
by longtime friend Warren Buffett. He is a client of Cascade Investment Group, a
wealth management firm with diverse holdings.

Philanthropy

In 2000, Gates and his wife founded the charitable Bill & Melinda Gates
Foundation. The generosity and extensive philanthropy of David Rockefeller has
been credited as a major influence. Bill Gates and his father have met with
Rockefeller several times and have modeled their giving in part on the Rockefeller
family's philanthropic focus, namely those global problems that are ignored by
governments and other organizations.

The foundation's grants have provided funds for college scholarships for
under-represented minorities, AIDS prevention, diseases prevalent in third world
countries, and other causes. In 2000, the Gates Foundation endowed the University of
Cambridge with $210 million for the Gates Cambridge Scholarships. The Foundation
has also pledged over $7 billion to its various causes, including $1 billion to the
United Negro College Fund. According to a 2004 Forbes magazine article, Gates
gave away over $29 billion to charities from 2000 onwards. These donations are
usually cited as sparking a substantial change in attitudes towards philanthropy
among the very rich, with philanthropy becoming the norm.
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Transition

On June 16, 2006, Gates announced that he would move to a part-time role
within Microsoft (leaving day-to-day operations management) in July 2008 to begin a
full-time career in philanthropy, but would remain as chairman. Gates credited
Warren Buffett with influencing his decision to commit himself to charitable causes.
Days later, Buffett announced that he would begin matching Gates' contributions to
the Gates Foundation, up to $1.5 billion per year in stock.

Awards and recognition

Time Magazine named Gates one of the 100 people who most influenced the
20th century, as well as one of the 100 most influential people of 2004, 2005, 2006
and again in 2007. Gates and Oprah Winfrey are the only two people to make all four
lists. Time also collectively named Gates, his wife Melinda and U2's lead singer Bono
as the 2005 Persons of the Year for their humanitarian efforts. In a list compiled by
the magazine New Statesman in 2006, he was voted eighth in the list of "Heroes of
our time". Gates was listed in the Sunday Times power list in 1999, named CEO of
the year by Chief Executive Olfficers magazine in 1994, ranked number one in the
"Top 50 Cyber Elite" by Time in 1998, ranked number two in the Upside Elite 100 in
1999 and was included in The Guardian as one of the "Top 100 influential people in
media" in 2001.

Gates has received four honorary doctorates, from the Nyenrode Business
Universiteit, Breukelen, The Netherlands in 2000, the Royal Institute of Technology,
Stockholm, Sweden in 2002, Waseda University, Tokyo, Japan in 2005, and a fourth
in June 2007, from Harvard University. Gates was also given an honorary KBE
(Knighthood) from Queen Elizabeth II of the United Kingdom in 2005, in addition to
having entomologists name the Bill Gates flower fly, Eristalis gatesi, in his honor.

Bill delivered the keynote address at the Fall COMDEX in 1983, 1985, 1988,
1990, 1994, 1996, 1997, 1998, 1999, 2000, 2001, 2002, and 2003.

Bill and Melinda received the Prince of Asturias Award for International
Cooperation on May 4, 2006, in recognition of their world impact through charity
giving. In November 2006, he and his wife were awarded the Order of the Aztec
Eagle for their philanthropic work around the world in the areas of health and
education, particularly in Mexico, and specifically in the program "Un paAs de
lectores".[15]

5.7.4 Retell the text

5.8 Text VII “Online auctions named the number one Internet fraud
complaint for 1998” [16]

5.8.1 Discuss the questions

1 Have you ever bought anything through the Internet? If so, what did you buy?
2 How did you pay for the goods you bought? Did you receive them safely?
3 What guarantee did you have that you would get what you paid for?
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5.8.2 Understanding main points. Read the text about Internet fraud for
the first time and answer these questions

1 What are the main types of investment fraud reported in the text?

2 How does the text define cyberspace?

3 Which four uses of the Internet does the text mention?

4 Anonymity - not being identified, or traced by your real name - is important for
criminals. How does the Internet help them ?

5 Which organisations could you inform if you were a victim of a scam on the
Internet?

6 Which crime has increased most in the last year or so, according to the text?

7 Do most victims of fraud use traditional payment methods?

8 What does the acronym IFW stand for?

9 An escrow service is a safe way of paying for Internet transactions. How does this
work?

5.8.3 Understanding details. Answer these questions

1 How do households get exposed to fraudulent schemes in cyberspace?

2 How can the price of stocks and shares be easily manipulated over the Internet?

3 What are the five most common types of Internet fraud, according to Internet
Fraud Watch?

4 Mail and telemarketing fraud pre-dated Internet fraud. True or false?

5 Are cyberspace frauds really any different from frauds committed through more
traditional communication channels?

5.8.4 Read the text once more

Cyberspace fraud and abuse

Unwary investors are in danger today of being taken for a ride on the
information superhighway. State securities regulators around the US are concerned
about the explosion in illicit investment schemes now flourishing on commercial
bulletin board services and the informal web of computer networks that make up the
Internet. Households that already have access to online services are being exposed to
hundreds of fraudulent and abusive investment schemes including stock
manipulations, pyramid scams and Ponzi schemes'.

Cyberspace, as the online world is known, has the potential to educate investors
and help them become better consumers. Any computer and modem is a few
keystrokes away from research data and financial news.

1 . . . . .
Buyers are persuaded to invest money in dishonest 'businesses' in return for
promises of quick profits.
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However, State securities regulators emphasise that the problem of illicit and
abusive online investment schemes has the potential to spread like wildfire through
the Internet, using increasingly popular commercial bulletin board services, live
discussion groups (chats), e-mail, and information web pages, all of which can
maintain the anonymity of cyberspace. This is exploited to the hilt by those who
promote fraudulent investment schemes.

New frauds are emerging, too. According to Internet Fraud Watch, complaints
about fraud on the Internet have risen 600 % since 1997, and online auction
complaints were the number one fraud complaint only one year later, a dramatic rise.

The majority of payments in these fraud cases were made offline, by cheque or
money order sent to the company. 'Requesting cash is a clear sign of fraud. Pay the
safest way. If possible, pay by credit card because you can dispute the charges if there
is a problem,' says the Director of Internet Fraud Watch. IFW recommends that
buyers use escrow services: they take payment from the buyers and only pass money
along to the sellers after verification that the goods or services were satisfactory.
Some auction companies have programmes to insure transactions.

The top 10 scams were, according to the National Consumer League:

1 Web auctions: items bid for but never delivered by the sellers, the value of
items inflated, shills' suspected of driving up bids;

2 General merchandise: sales of everything from T-shirts to toys, calendars and
collectibles, goods never delivered or not as advertised;

3 Internet services: charges for services that were supposedly free, payment
made online and Internet services that were never provided or were falsely
represented;

4 Hardware or software computer equipment: sales of computer products that
were never delivered or were misrepresented;

5 Business opportunities like multi-level marketing or pyramid schemes, in
which any profits were made from recruiting others, not from sales of goods and
services to end-users;

6 Business opportunities or franchises: empty promises of big profits with little
or no work by investing in pre-packaged businesses or franchise opportunities;

7 Work-at-home plans: materials and equipment sold with the false promise of
payment for 'piece work' performed at home;

8 Advance fee loans: promises of loans contingent on the consumer paying a
large fee in advance. Once the fee is paid, the loans are never disbursed;

9 Credit 'repair': fraudulent promises to remove accurate but negative
information from consumer credit reports;

10 Credit card issuing: false promises of credit cards to people with bad credit
histories on payment of up-front fees. (From www.fraud.org. The National Consumer
League).

'Someone who cooperates in an auction scam by pretending to want to buy
goods and so raising the bids.
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Legal brief

The National Fraud Information Centre was set up in 1992 to fight telemarketing
fraud. In 1996 the National Consumers League in the US decided to expand its efforts to
cover fraud in cyberspace. By contacting the website at www.fraud.org, consumers from
all over the world can get tips on how to avoid 'seams' (fraudulent tricks) and can report
fraud. The site receives 70,000 visits and 1,300 e-mails weekly.

5.8.5 Match the definitions with the scams listed (1-10) in the text

a) charging for Internet services that are supposed to be free or which fail to
appear; (3)

b) promising loans of large sums of money after a small fee has been received,

c) tempting people to invest in franchise businesses by promising quick profits;

d) getting people involved in schemes that work by recruiting a network of other
salespeople but not selling any goods;

e) selling materials for making-up at home but never selling the things which
clients have made;

f)falsely guaranteeing that bad credit ratings can be removed from the records;

g)taking money for falsely promising credit cards to people with bad-risk ratings;

h) receiving money for all kinds of goods that are never delivered;

1) selling computer equipment that fails to arrive or is not what was ordered;

j) auctioning goods online then not sending the goods, or sending faulty or
overpriced articles.

5.8.6 Understanding expressions. Choose the best explanation for each of
these words or phrases from the text

lillicit

a) unhealthy

b) legal

c) against the law

2 stock manipulations
a) moving cattle

b) selling securities

c) illegally influencing share prices
3 spread like wildfire

a) destroy by fire

b) spread very rapidly

c) lose your temper

4 to the hilt

a) to maximum advantage
b) part time

c) electronically

5 piecework

a) working for the community

b) working in a factory

¢) being paid for each item produced
6 contingent on

a) in front of

b) dependent on

¢) next to

7 disbursed

a) paid money out

b) collected money

c) advertised

8 up-front fees

a) fees that increase as time passes
b) money paid after receiving goods
¢) money paid before receiving goods
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6 Section VI Future developments [14]

6.1 Translate the texts below using the words. Learn the words by heart

1 Infringement —

HapylieHue (3akoHa, 00s3aTeIbCTBA, KISATBHI U T. II.)
MOCSATaTeILCTBO (Ha MpaBa, CBOOOY | T. 1. - of, on);

2 Undoubted — OeCcCrOpHBIM, HECOMHEHHBIN, OUCBUTHBIN;

3 Counterfeit — nojiesika, ¢haabcuuKkaius, KyJIbHUIECTBO;

4 Advertise — auIIMpPOBATh, PEKJIAMUPOBATH;

5 Tip-off — a) HaMEK, NpeAyNpexKICHUE; 0) BblJ]aya
KOH(HICHITMATEHON uH(bOopMaIuu (0c00. 0
KPUMUHAIILHOM JESITEIbHOCTH);

6 Swiftly — 0e3 nmpome IeHus, TOCIIEITHO;

TTrack down — BBICTIEAUTH (M TONMATh);

8 Steal — BOPOBAaTh, KPACTh, MOXUINATh, TPAOUTH;

9 Share — aKIUH;

10 Commit — coBepmiath (OOBIYHO BBIXOMAIIEE 32 KaKHE-N. PaMKH
JICUCTBUE U T. 11.);

11 Speed up — YBEIIMYUBATh CKOPOCTh, YCKOPSATH (Cs1), yOBICTPSATH (C5);

12 Fraud — oOMaH, MOIIICHHUYECTBO, )KYJIbHHYECTBO, MOJIICIIKA;

13 Offensive —

1) 0OuHBIN, OCKOPOUTEITbHBIN,
2) OTBpATHUTEIIbHBIN, HEOPUSITHBIN, IPOTUBHBIM;

14 Rumour — MOJIBA, CIIyX, CIYIIOK, CIIyXH, TOJIKH;

15 Deposit — JIETIO3HT, BKJIa] (B OaHKe);

16 Censor — IIPOBEPSATH, IPOCMATPUBATH, I0JIBEPraTh LIEH3YPE;

17 Explicit — ACHBIM,  TOAPOOHBIM,  MNOAPOOHO  pa3paOOTaHHBIM,
BBICKA3aHHBIN 10 KOHIIA, SIBHBIW, ONPE/ICIICHHbBIN, TOYHBIN;

18 Concern — OTHOIIICHHE, KacaTeIbCTBO;

19 Leap — IIOM€eXa, MPerpaa, NpensiTCTBUE;

20 Responsible - OTBETCTBEHHBIH, HECYIIUN OTBETCTBEHHOCTb,

OTBEYAIOIUH (3a 4TO-I11.);

21 Deliberately

B3BCIICHHO, CO3HATCJIIbHO, OCO3HAHHO, O6IIYMaHHO;

22 Hold —

CXBATbIBAHHUC, 3aXBAT, CXKATHUC, YICPIKAHUC,

23 Fake —

XUTPOCTh, 0OMaH, MOIIIEHHUYECTBO;

24 Suggest —

npeaiiaratb, COBCTOBATD,
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25 Force —

HAaCHJIve, IPUHYKICHUE;

26 Involve — BTSITUBATh, BOBJIEKATh, 3aITyTHIBATh;

27 Cheating — MOIIIEHHUYECTBO;

28 Bill — CYET;

29 Produce — u3enue, u3Aeaus, MpoyKT, TPOAYKIIHS;
30 Toward — MPOUCXOIAIINN, OyAYIIUM, TPSATYIIHHI, MPEICTOSAIINN;
31 Raise — IIOTHUMATh;

32 To weed — OYMIIATh, H30aBIIATh,

33 Scam — adepa, KyJIbHUYECTBO;

34 Supply — CHa0XeHUE, TOCTABKA;

35 Unless — II0Ka HE, €CJIN HE;

36 Flow — TCUECHHE, IBUKCHHE;

37 Same way —

TOT (K€) caMblii, OJMHAKOBBIM, PaBHBINA, PaBHOCHIHHBIM,
TOXKAECCTBECHHbBIN, UCHTUYHBIMN;

38 Safeguard —

OXpPaHATb, 3alINIIATh IIPCAOXPAHATD,

39 Scrap —

KJIOUOK, KyCOYeK, OOpPBIBOK, O0OPE30K;

40 To vet —

UCCJEeNOBaTh, M3y4aTh, pacCMAaTpUBATh  IPOBEPATH,
IpOBEPSITH 0JaroHaIeKHOCTB;

41 Restrictive —

OTPaHUYMBAIOLINN, OTPAHUYUTEIbHBIN.

6.1.1 Text I “Following the Sun”

International businesses with offices all round the world have discovered a way
of using the Internet to increase their problem-solving power. Problems are a daily
occurrence, especially in high technology companies. A problem that arises at one
office is worked on at that office. If it isn't solved by the end of that day, it's posted
on the company's intranet (a network that works in the same way as the Internet, but
can be accessed only by the company that created it, not by the public).

As the Earth turns and the Sun goes down, one office shuts and another one
elsewhere opens for business. The staff looks at any problems posted on the
company's intranet, and add their thoughts. The Sun sets and that office close. Yet
another opens and so on. By the time the office that originally posted the problem
opens again the next day, the problem has been worked on round the clock and
probably solved by people in several different countries. [14]
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6.1.2 Text II “Taking risks”

The Internet enables people to do things for themselves that used to be done
with the help of professionals and experts. Booking holidays on-line, instead of using
an expert adviser such as a travel agent, involves few extra risks. There are some on-
line services, however, that are much more risky - share dealing for example.

One way of investing money, in order to make more money, is to buy shares in
a company. Share buyers are entitled to share in a company's profits (and losses). If
the value of the company rises on the stock market, share owners can sell their shares
for a higher price than they paid and make a profit. The value of a company rises or
falls from minute to minute throughout the day. It is set according to the number of
people wanting to invest in the company and how much money they are prepared to
pay. If lots of people want to buy shares, the company's value rises. If people start
selling their shares, its value falls.

Shares used to be bought and sold by agreement between professional share
dealers, called brokers, who contacted each other in person or by telephone. It took
time to make deals. But share buying and selling has gone electronic and on-line. It's
now easier than ever for ordinary people to buy and sell shares. However, share
dealing is a form of gambling and if the gambles don't pay off, there can be
substantial losses. So just because a service is available on the Net doesn't mean that
it is advisable for surfers to use it.

Millions of shares are also bought and sold using computers programmed to
react more quickly to changes in share values than human dealers can. These
computers protect the companies who have bought the shares, and prevent them from
losing money by buying or selling shares before anyone else can react to changing
prices. The computers can trigger an avalanche of instant share selling, which may
make share values drop like a stone. The Internet's ability to connect these computers
worldwide can amplify the effect and turn a fall in prices into a stock market crash.
Hackers also know that some organizations have very tight computer security, but fail
to look utter 'traditional' security. An employee may sometimes write down a
password on a scrap of paper and leave it in a desk drawer - just in case they forget it.
A criminal who gets into an office, perhaps posing as a cleaner or workman, may be
able to find these password notes and use them later to access the system remotely via
the Internet.

Companies and web sites can be attacked and forced off-line without having
their security measures breached. In February 2000, a number of well-known on-line
companies, including the search engine Yahoo and the bookseller Amazon, were
forced off-line for several hours at a time by the sheer number of 'hits' (visits from
surfers) they were receiving. Every web site is operated by computer systems called
servers and communications switches called routers, which can only make a certain
number of telephone connections at a time. Malicious surfers appeared to be using
computer programs to bombard these web sites with so many hits that their systems
could not cope.

This is a very worrying development, because it means that any web site can be
attacked at any time. At first thought it appears to be the cyber equivalent of what has
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always happened in the real world. Any shop, office, company, laboratory or military
establishment may find itself targeted by protesters who can bring work to a halt. But
there is a big difference between the two. People who protest and demonstrate in
person usually have a reason they want to publicize in order to exercise more
leverage on the organization they ate protesting against. But cyber attacks are more
like aimless vandalism. They seem to come from nowhere from people who may just
be doing it out of malice. Such attacks are much more difficult to combat. [14]

6.1.3 Text III “Copyright”

Almost everything that is written, drawn, sung, performed or photographed is
owned by someone. Or, rather, the right to publish it or sell it is owned by someone.
For example, a newspaper is only allowed to publish a photograph or part of a book if
it has the permission of the copyright owner, who might well ask for payment. Using
someone's work without permission is called copyright infringement, and is against
the law. Clip art sold to computer users is one exception. This can be used for free.
Now that it is possible to distribute text, pictures and music around the world
digitally, it can be very difficult to keep track of who is using them and where, and if
they are entitled to do so. Pop music in particular is at risk of illegal copying across
the Internet.

The biggest copyright infringement problem is undoubtedly software piracy.
Computer programs and the packaging they are sold in are very easy to copy. The US
Software Publishers Association estimates that about $ 7.4 billion worth of software
was lost to piracy in 1998. The Association also found more than 1,500 examples of
illegal software being offered for sale on the Internet.

In 1999, Europe's biggest software piracy operation was traced to Denmark and
shut down. It had produced 125,000 counterfeit CD-ROMSs containing $ 237 million
worth of various well-known computer programs. The pirate programs were
advertised for sale on the Internet. Investigators received a tip-off that illegal CD-
ROMs were being sold through a Danish web site. The Danish police acted swiftly to
close down the Internet outlets and arrest the criminals. Leading software producers
take the problem of piracy so seriously that they have set up an international
investigation team to track down software pirates. [14]

6.1.4 Text IV “Fraud”

Fraud is a crime that involves cheating people out of money or goods. Fraud
can take many forms, but some cases involve the illegal use of credit cards on the
Internet. Buying something on the Internet by giving a credit card number is very
straightforward. Unfortunately, criminals can get hold of genuine credit card numbers
very easily. They might steal numbers from shopping receipts or credit card bills, or
they might use a card number generator site on the Web. (Card number generators
can automatically produce a valid-looking credit card number.) The card numbers are
then used to buy things and the cost is charged to the cards' real owners. Credit card
companies are trying to improve security to stop this. They are working towards real-
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time, on-line card authorization, with goods only being dispatched to the card account
address; this would weed out fraud involving false card numbers, stolen card numbers
and stolen cards.

Another financial scam made easier by the Internet involves manipulating the
value of a company's shares. Rumors that a company is doing particularly well or
badly, or that it is about to take over another company or be taken over itself, can
send share values up or down. One type of share fraud involves buying shares in a
company, starting rumors that raise share values and then selling the shares to make a
profit.

Now anyone can buy and sell shares on the Internet. And e-mails can place
rumors on the right people's computer screens. Sounds unlikely? In 1999, an
American computer engineer was arrested for first known example of this crime.
When he faked an Internet news story of a rumored billion dollar take-over a
company, its share value rose by thirty-one per cent. He owned shares in the
company and allegedly planned to sell them to make a profit. He was identified by
FBI agents, who tracked his activities on the Internet.

The international nature of the Internet makes fraud easy to commit. In Europe
a popular scam involves taking deposits for high-value goods, such as cars are
sourced in one country, where car prices are low, and supplied to customers in
another country, where the same models sell for much higher prices. There are
legitimate companies that specialize in this service, but it is also an area in which
criminals operate. Buyers attracted by advertisements on web sites operated by fake
import companies are kept waiting for weeks, sometimes months, while the criminals
continue to collect deposits. Then the criminals simply disappear. [14]

6.1.5 Text V “Sex on the Net”

There is a lot of sexually explicit material on the Internet. But, in the same way
that offensive books, magazines and videos don't leap into your hands as soon as you
walk into a shop, sexually explicit images on the Net don't usually appear on a
computer screen unless someone goes looking for them. The international nature of
the Internet and the freedom of information flowing across national borders create
problems for police forces dealing with crimes associated with sexually explicit
material. As the Net is international, and laws governing sexually explicit material
vary greatly from country to country, it is possible to view and download images that
are legal in the place in which they are created and stored, but illegal in the place
where they are accessed. Parents who are-concerned that their children might access
this material, whether deliberately or not, can use safeguards provided either by their
Internet Service Provider or by a separate program to block it.

Some people have suggested that Internet Service Providers should be held
legally responsible for the material communicated across their networks, or that they
should censor it before it is made available to the public. This is rather like saying
that the post office should be prosecuted for delivering letters that contain offensive
material and that they should check every letter and take out anything that is
pornographic. ISPs say that it is practically impossible to vet every web site, every
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scrap of downloaded material and every e-mail on their systems. Checking all this
data in real time as it whizzes across the Net would slow down the whole network at
a time when the ISPs are under great pressure to speed up access. And to make all the
material acceptable everywhere, the standard of acceptability would presumably have
to be set according to the most restrictive laws in any territory where the material
could end up. It would destroy freedom of expression on the Net. [14]

6.2 Text VI “Full of Hope, or Full of Fear?”

We look to the future as explorers standing on the shore of an uncharted ocean.
Science, technology, politics, fashion and world events all affect the course it will
take. For that reason, crystal ball gazers often get it wrong. But perhaps there are a
few things we can be reasonably sure about.

The growth of e-commerce is changing traditional high street shops and
businesses. Internet business worldwide is valued at about $1 trillion, and it is
growing fast. Some of that will be new business, because it's just so easy to buy and
sell on-line. But a lot of it will be at the expense of traditional high street shops. The
businesses that will be affected most will probably be suppliers of video, music and
text - the easiest products to deliver digitally.

The trip to the store to borrow a video could be a thing of the past within ten
years. Cable and satellite television companies already offer pay-per-view
blockbuster movies to their customers, but viewers have to wait until the next time
the movie is transmitted. Now, one company has developed a digital video archive.
There is no need to move from your armchair if you want to 'borrow' a film. Just
select the movie from a menu on the TV screen and it is delivered digitally when you
want it.

The music business is likely to be transformed more than most. The Internet
enables record companies to sell music direct to customers without any need to make
CDs and ship them to record shops. At least one major recording company is already
considering doing this. But the record companies themselves could be in trouble. Big
stars in the music business no longer need a record company to promote their music
to the public. The singers and groups can sell music direct to people worldwide
through their own web sites. Some new groups who are unable to get a recording
contract are already doing this.

Oddly, book publishing, which you think would suffer most from the advent of
the digital market place, has probably benefited more from it than any other medium
to date. One of the first successful product-selling businesses on the Web was
Amazon, a company that sells books on-line. It is possible to dispense with publishers
and printers altogether and publish on the Web instead. Riding the Bullet, a story by
best-selling author Stephen King, was published exclusively on the Web in March
2000. But demand exceeded the capacity of the web sites to deliver. When two
million people tried to access the story, the web sites crashed.

In the near future, however, on-line publishing is unlikely to replace books.
Even in this digital age, a book is still quite an efficient way to store large amounts of
information in an easily accessible form. And the pleasure of holding a real book and
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leafing through its pages is not matched by gazing at words on a computer screen.
But later generations may think differently. Perhaps they will be glad to be rid of
dusty, bulky books in favor of text on discs or delivered on-line. Perhaps the future of
book publishing is already here. At the beginning of 2000, software giant Microsoft
and bookseller Barnes and Noble announced plans to develop electronic books that
can be read on a palm-sized computer. The computer will be able to store several
books at a time. In future, books might be downloaded from the Internet. [14]

6.3 Text VII “Machines on-line”

The biggest growth in Internet traffic will not be from people, but from
machines going on-line! About 500 million devices are on-line now, including
100,000 cameras. That figure is set to explode as more and more ordinary everyday
devices are manufactured with built-in Internet links. Some will be connected to the
telephone line while others will use mobile telephone technology to get on-line by
radio. People have been predicting washing machines that can send reports of their
own faults to the manufacturer and remote-controlled central heating systems for
years, but Internet-linked machines might just be about to make all this finally come
true. And, as the number of machines on-line grows and exceeds the number of
people on-line, Web companies who now compete for human surfers' attention will
begin to target machines. [14]

6.4 Text VIII “Money, money, money”

Until now, money on the move has always had to travel through banks or other
established financial institutions. The Internet changes that. In future, money could
flow from smart card to smart card across the Internet without going through a bank.
Freeing money from the banking system would certainly let money travel faster and
more easily, but the Internet is unregulated, uncontrolled. It has none of the
safeguards that are built into the international banking system to protect money from
misuse. Money moving across the Internet electronically, out of the control of banks
and other financial institutions, is more liable to fall prey to the attention of Internet
fraudsters. And of course, direct cash transfers across the Internet make it more
difficult for governments to tax the money and impossible for banks to make charges
for handling it. [14]

6.5 Text IX “A Telephone Pioneer: Henry Hunnings”
6.5.1 For questions 1-6 read through the following text and then choose
from the list A-J below the best phrase to fill each of the spaces. Write one letter

(A-J) in the correct box on your answer sheet. Some of the suggested answers do
not fit at all. The exercise begins with an example (0). Example: 0 —J
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6.5.2 Read your answer carefully, checking grammar and punctuation

Question 2: Which phrase gives an example of gadgets?
Question 3: Which words often follow 'asked’?
Question 4: What was the purpose of forming the company?

Most people have heard of Alexander Graham Bell, who invented the
telephone in 1876. But it was a little-known English priest called Henry Hunnings
0)....... Bell's model could transmit a voice up to about 23 km. A year after its
invention, Thomas Edison improved on the model by attaching a solid-carbon button
inside the mouthpiece. But Hunnings decided to experiment with granular carbon (1)
.......... This improved the voice clarity and extended the voice-transmission distance
to about 72 km. Hunnings was granted a patent for his invention in December 1878.

Hunnings was born in 1843 near London. He became a priest in Yorkshire and
although much of his time was taken up with Church matters, he had a profound
interest in all sorts of gadgets, (2)............. A friend of Hunnings with similar
interests, called Cox Walker, built a telephone receiver. In 1880 an American called
Anders visited England and asked Walker (3)............. . He was impressed and
offered Hunnings £1,000 for the patent. The offer was accepted and the Globe
Company was formed (4)............. . In 1881 Hunnings was granted two patents in
the United States for his invention. But by this time so many people and companies
were involved in telephone design and manufacture (5)............. There was a
famous court case in 1882 when the United Telephone Company took the Globe
Company to court for an alleged infringement of its patents. At first it failed to have
the Hunnings patent declared invalid (6)................... It then bought the rights to
the entire patent from Hunnings. [17]

A which few people had known about

B instead of solid carbon

C but later it partially succeeded

D except that Hunning's invention was superior

E in breach of copyright

F to make telephones in England

G that conflict resulted

H particularly those that dealt with magnetism and electricity
I if he could inspect the Hunnings transmitter

J who made the first big improvement

6.6 Text X “What is the Internet?” [18]
It would appear that we have reached the limits of what it is possible to achieve

with computer technology, although I should be careful with such statements, as they
tend to sound pretty silly in 5 years. John von Neumann, circa 1949
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We live in the age of the computer, and there are growing demands on almost
everyone, including teachers, to become technologically literate. You may already use
computer programs to create materials for students, but you may feel confused, or
intimidated, by the publicity about the Internet and the jargon people use to talk
about it. The Internet - alias the Net - is also known as cyberspace, the information
superhighway, the online community, the electronic library and the digital revolution:
all a series of creative metaphors trying to define it. It has been hyped as the most
significant development in communication tools since the invention of the printing
press and then condemned as the end of civilisation as we know it. So, what is it?

Basically, the Internet is a network of people and information, linked together by
telephone lines which are connected to computers. In fact, more than 100,000
independent networks - public and private - are currently connected to form this vast
global communications system. This is the 'road' of the information superhighway.

There are many ways to transport information on this highway, through the
various application programs such as e-mail and the World Wide Web. All of these
applications are based on a client/server relationship, in which your computer is the
client, and a remote computer is the server. Your computer asks for files, and
formats the information it receives. The information is actually stored on a remote
computer, and is sent to you over the telephone line at your request, usually at the
click of a mouse.

All you need to join this system is a computer, a normal telephone line, a
modem and an account with an Internet Service Provider (ISP).

Computer: almost any computer can be used to connect to the Internet.
However, this is your personal lane on the information superhighway. The slower
your computer is, the slower the traffic in your lane will be when sending and
receiving information. To take advantage of the multimedia components that are
available — the video, audio and interactive elements of the Net - it is almost
mandatory to have a powerful PC or Apple home computer because multimedia files
are much larger than pure text files.

Telephone line: your computer will use your normal telephone line to
transport data while you are connected. There is no need to have a second line
installed, though there are some obvious disadvantages to having only one line. The
size of your telephone line can also seriously affect the quality and speed of your
access. A couple of alternatives to the traditional telephone connection are
described in Chapter 4 in the section on access speeds.

Modem: this is a small piece of equipment that translates the digital language
your computer speaks into the analogue language used by the telephone, thereby
enabling you to send and receive data. The name is a shortened form of modulate
demodulate (translation to analogue - translation to digital). Most new computers are
sold with a modem already installed. If yours was not, you will need to do a bit of
research into the latest models, to get the best speed and compatibility.

Internet Service Provider: an ISP is a company that acts as a toll gate between
you and the Internet. You pay them an annual fee for unlimited use of the Net, or
monthly charges according to the amount of time you are actually connected. These
companies do not control the content of the Internet, nor how any of it functions, but
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they offer you access to the Internet.

Most countries have a wide range of ISPs on offer, so it is best to shop around
before you choose one. You should look for an ISP with a local telephone number or
you will be paying long-distance telephone call rates. In addition, you will need a
supportive company to start with, one that gives you all the software, help setting it
up, at least one e-mail account and perhaps even free space to have your own site on
the World Wide Web.

And that's really all you need to become a part of the online community.

A bit of history

So how did this modern wonder come into existence? In a nutshell, the first
version of the Internet was started during the 1960s in the United States as
ARPANET, a defence department network. One computer was linked to another to
share information. Gradually, more computers were added to the network, and people
began to send simple messages over the network to distant colleagues. This, at that
time, incredible communications platform was adopted by the academic community
and, with vast improvements added by European computer wizards, became the
friendly tool we refer to as the Internet today.

As a form of international communication, the Internet has been in constant
expansion since 1973, when the ARPANET was first connected to the United
Kingdom and Norway. Much of northern Europe was connected to the Net in the
early 1980s. Japan and Canada soon followed suit. A special link was established
between Germany and China at about the same time. And then in the late 1980s the
real growth began as Australia, Iceland, Israel, Italy, Mexico, New Zealand and
Puerto Rico joined the Net.

The early 1990s saw many countries in South America and Asia, as well as
Eastern Europe, gain access to the Net. The first countries connected from the
African continent were Tunisia and South Africa, but others soon followed. By 1992,
even Antarctica was officially online. Currently every nation has some type of
connection to the Internet, though access may be highly restricted and extremely
expensive.

Because of its origin in the United States, most of the communication via the
Internet takes place in English, in spite of, or perhaps due to, the multilingual nature
of its user base. Researchers suggest that this will change as the Internet becomes more
popular, but for the moment English is the common language. This is what makes it
such a perfect tool for English language teaching.

Applications and their uses
Like many of the modern conveniences we now take for granted, the Net had
primitive beginnings. (The Model T, the camera obscura and the wireless telegraph

were all innovations that initially required expert handling. Despite this, almost all
of us can now drive a car, take a photograph or use the phone.) Most of the current
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text-only Internet tools are leftovers from a bygone era of more primitive computer
technology.

As the Net incorporates more and more multimedia features some of these text-
only applications become obsolete, some are superseded by more user-friendly
programs, and others are adapted. The key text-based applications that remain are:

* E-mail: This is the electronic postal service.

Its traditional counterpart is known as snail mail, so at first glance the most
obvious benefit of using e-mail is speed. It is so fast that you can send written
messages back and forth to people several times a day. It is a cost-effective, reliable
form of communication that lets you send notes to other Internet users around the
globe from the comfort of your own computer. You can also attach enormous
documents to that same note so you do not need to send these through the post either.
Although they are basically a text-based medium, e-mail programs now make it
possible to attach large files, graphics, video or sounds to notes. Some e-mail
programs even feature voice-mail so you can listen to your messages. We will take a
closer look at how to use basic e-mail later in this chapter.

* Mailing lists: These are an automated exchange of e-mail messages about a
chosen topic, each one being a kind of supervised discussion group. They are often
called discussion lists or listservs. We consider mailing lists in detail, and explain
how to join lists related to teacher development, in Chapter 2.

» Newsgroups: The system of newsgroups is a worldwide network of open
discussion groups on thousands of subjects. They are 'open' in that they are not
usually supervised or moderated and can be read by anyone that is interested. They are
interesting spaces for debate, and there are several dedicated to educational themes.
You will find more information on newsgroups in Chapter 2 and in Appendix B.

* Chat: This kind of program is a popular way to communicate in real time,
that is, instantaneously. Whatever you type into a chat program is immediately
visible to the other participants on their computers. You can chat to strangers from
around the world who share your hobbies or interests, or even arrange to meet family
or friends for a virtual reunion. MOO: This is a meeting place on the Net, one of
several kinds of multi-user environments that have evolved from adventure games
and role-playing simulations. MOOs are also used for serious educational
purposes; some have special areas with interaction at a slower pace set up for EFL
students from around the world.

Multimedia uses of the Internet require up-to-date computers and several extra
bits of hardware and software. Not everyone has access to these applications, but they
have been the real force behind the growth of the Internet over the past several years.
They are:

* Videoconferencing: This is communicating via a live video link over the
Internet. Conferencing and telephony applications usually cost no more to use than a
local phone call, whether you are speaking to someone across town or on the other
side of the world. However, they require a very fast, stable connection to the Net,
special software; and of course, a video camera, microphone and speakers. Teachers
have been making active use of this technology for several years now, especially in
distance education and cross-curricular project work.
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» The World Wide Web (WWW or Web for short): This is a multimedia resource
and communications tool based on hypertext, a system of clickable links. When you
click on a highlighted word or picture you are magically transported to that location -
perhaps the next page in the document or another document altogether. Links are also
used to view large pictures and to download video or audio files to your computer. This
user-friendly application is the real driving force behind the Internet boom of the
1990s. In fact, it is so popular that you may hear people use the terms Web and
Internet interchangeably. This is not so inaccurate as it may seem at first glance, since
access to most of the older forms of the Internet is now built into the software for
viewing the Web, called a web browser. You can read your e-mail, view newsgroup
messages, do videoconferencing - and gain entry to many other useful programs we
have not mentioned here - directly through your web browser.

Are teachers using the Internet?

No one really knows how many people are using the Internet. The figures
published in the media are quite often just a mixture of informed guesswork and
surveys. So how can we know whether teachers are using this technology? And if
so, how is it being used by language teachers?

According to teachers' comments - at conferences, in papers and on the Internet
mailing lists dedicated to ELT - they seem to use it for just about everything:
development, updating language skills, finding materials, learning about computer
applications, keeping in touch with friends and colleagues, teaching, working on class
projects and activities, and just having fun.

Here are some adapted extracts from a study done by the Agora Language
Marketplace. Since 1994, this organisation has been surveying language professionals
- teachers, translators and interpreters - about their use of the Internet, and the
findings show how teachers' use is increasing in parallel with the tremendous general
growth in use of the Web.

Several trends seem to be emerging. Computers are becoming increasingly
available in schools around the globe. Governments, teachers and parents are
advocating the networking of these computers, and making long-range plans for their
use at all levels of education. New demands are then being made on teachers to use
the technology creatively, leading to a steep rise in the membership of relevant
mailing lists and the number of available Internet training courses for teachers. Still,
there are many parts of the technology that are not yet being exploited to their full
potential, namely the audio and video components, and there is a real lack of
substantial research into the pedagogical implications of the technology. However,
teachers are showing some clear preferences towards two applications: e-mail and
the Web.

How to use basic e-mail?

When Queen Elizabeth II sent her first e-mail message in 1976, she did it from
an enormous supercomputer with a team of experts to help her. Two decades later the
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technology has improved so much that we can use it from the privacy of our homes.
The interface, the bit of the program you interact with, is so friendly that even small
children can send e-mail by themselves. There are two common ways to get e-mail:

 If you travel frequently, or want to read your e-mail in several different
locations, you might want to register with one of the hundreds of companies
that provide e-mail access through the Web. There is no charge for this service,
since advertisers cover most of the operating costs, but there are two definite
drawbacks to using Web-based e-mail. Firstly, the services are so popular that access
to your mail can be very slow, and secondly, because you must usually be online to use
the service, you will be paying telephone and ISP charges for the entire time it takes
you to read and reply to your messages.

* The customary way of using e-mail is by getting the service from your
Internet Service Provider. Most ISPs offer you several e-mail accounts and the
software to access them as part of their connections package. This is called POP mail.
The only time you need to be online is to retrieve or send new messages. You can
read and write the replies while you are disconnected from the Internet, saving lots
of time and expense. For example: e-teacher@e-mail.ru, where e-teacher — the first
bit is your name, or the user name given to you by your ISP; @ - the ‘at’ symbol
divides the user name from the domain name; mail — this is the name of the company
that provides your e-mail address: usually your ISP, or a free Web-based e-mail
service; .ru — the last bit is the country or type of organization you have your e-mail
with (.com = commercial provider, .edu = academic, .ac.uk = academic in the United
Kingdom).

So if I were telling you my address I would say ‘My address is e dash teacher
at e dash mail dot ru.’

E-mail addresses can be much longer of course. But reading them from left to
right you will notice that they move from the specific to the general:
individual account@department.organization name.organization typexountry

The dots are used to separate the domain name (the text after the (@ sign) into
these sections. Careful typing is needed to ensure you make no mistakes, such as
leaving extra spaces, transposing letters or changing the case. E-teacher and e-teacher
may be different people altogether.

Once you have the address of someone to write to you are pretty well set, and you
write a message just as you would type any letter. E-mail then breaks the message
down into bite-size packets of information before shipping them around the world at
incredible speed to be reunited in the mailbox at the recipient's end. But let's take a
closer look at how to begin.

The format of an e-mail message is similar to that of a memo or a fax. Messages
are usually short and to the point, and the language is chatty and informal without
being discourteous. One way to familiarise yourself with the writing style is to hang
around a mailing list for a while and read other peoples messages.

It is always considerate to fill in the subject line with a concise description of the
contents of the message, since that may be the only information the recipient has
about your message as they sort through their e-mail.
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When you have written your message, click on the Send or Queue button to send
it to your out-box, a special file for mail waiting to be sent. When you have
finished composing several messages, you can connect and send them all at once.

Receiving mail is just as simple. Click on Check Mail from within the File
menu. After the program retrieves new messages to your in-box, you can read them
at your leisure. To open a message just double-click on it.

After a while you may want to organise the messages you receive into folders
called mailboxes. To begin with, an e-mail program usually provides you with an
Inbox, for mail you have received; a Sent Items box, for mail you have sent; and a
Trash (or Deleted Items) folder, for messages you do not want to keep. You can create
as many specific mailboxes as you like, and folders within mailboxes, moving
incoming messages to these folders once you have read them.

A favourite e-mail program among language teachers is Eudora Light. It costs
nothing, is very simple to use and has excellent help files to get you started, which
must be why it is so popular.

What is Netiquette?

There are some generally recognised conventions for sending electronic
communications, which are collectively known as Netiquette. These standards are
basically just common sense mixed with a bit of courtesy, and have developed over
the years so that no one forgets that there is a human being at the other end of the
telephone line. Here is a rough outline of accepted protocol:

1 DON'T CAPITALISE EVERYTHING: It looks as if you are shouting, and it
is difficult to read. Save this technique for stressing important points.

2 Spelling and grammar: Before you send a message, read through it again and
run it through a spell checker. But remember that e-mail is a high speed, multicultural
form of communication, so be tolerant of other people s errors. People are generally
more concerned with getting their message across than worrying about the details.

3 Length: Try to imagine yourself as the recipient of the message. How could
you make it more concise? Avoid quoting long texts from other people just to say that
you agree with them. Shorten your signature file to no more than four lines. Everyone
1s busy, and some people have to pay for e-mail by the line, or by the size of the file.

4 Multiple recipients: Being able to send the same message to more than one
recipient is a very useful tool, but it can be considered abusive if used too much.
Avoid cross-posting — sending duplicate messages to various mailing lists and
newsgroups - as this can be very annoying for members of those groups. Don't send
mass mailings of unsolicited material. This is called spamming, and it is condemned
by the entire Internet community.

5. Criticism: Be careful what you read into other people's messages, because in
the absence of para linguistic information it is easy to misinterpret what others are
saying. This is why smiles, or emotions, were invented - as simple ways to express
intention. There are many different styles of smiley (you have to tilt your head to the
left to understand them!):

:-)  simply happy;

117



8”0 surprised, worried or concerned;

=-(  sad or cross.

Avoid meting out sharp criticism, which is called flaming. A simple dry
comment could escalate quite rapidly into an all-out war just because the person at
the receiving end cannot read your body language or does not share your cultural
references.

Since no one entity owns or polices the Net, it is not mandatory to follow any
particular rules. However, this advice might help make your experience of the Internet
more pleasant. And if you are planning on using the Internet with students, it might be
a good idea to run through these notes with them before they go online for the first
time.

What is web browser?

The second application that teachers commonly use is the World Wide
Web, a revolutionary idea based on a simple computer coding called HTML,
hypertext markup language. This language makes it possible to integrate text with
photos and multimedia - and connect it all too similar documents with clickable words
called hyperlinks or links.

The bits between < > are called tags, and they tell the software what the web page
is supposed to do: link to another page within the web site, have a yellow background,
show pictures of friends, play a song. In order to read pages written in this code you
need a web browser. A web browser reads these HTML tags, and presents you with a
formatted document you can read.

There are many web browsers, but the two most popular are Netscape Navigator
and Microsoft Internet Explorer. They are both freeware, meaning that they are
software programs distributed free of charge. You should receive at least one of these
programs bundled into the connection package from your ISP. If not, you will find
browsers are often included on the CD-ROMs accompanying computer magazines
and books.

Once you have a web browser on your computer, it is easy to download a newer
version of it from the Internet. This will be handy later, when you run across
multimedia files that require a specific browser or helper application.

How to use web browser?

When you first open your browser it will often connect to the Internet
automatically, taking you right onto the Web. The web page that opens each time you
connect is the browsers home page, the index page of your program's web site, so
that you can get instant help and bulletins about updates to the software you are
using.

You will notice that the browser creates a kind of frame around the web page you
are viewing. The top part of the frame, which has drop-down menus and a toolbar,
looks a bit like a word-processing program.
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Here you can also find the address box, where the address of the web site appears
when you open the browser. To change the address - and visit another web site - you
double-click on the text in the box to highlight it, and then just type the new address
on top. The moment you start typing the old text disappears. Hit the Enter key and
your browser connects to the Internet to find that web site. Once it retrieves it, or
downloads it, the new web page will appear in the frame.

The address, or URL (uniform resource locator), can be broken down into
sections, like the e-mail address we looked at earlier. Here is the address for the home
page at the Pearson Education web site: http://www.pearsoned-ema.com

http — hypertext transfer protocol. This means that you are looking for a Web
document with links and multimedia files.

pearsoned-ema.com is the domain name: the server, plus the type of organization
(in this case commercial).

:// - This symbol just divides the type of document or protocol from the domain
name on the right.

www — the World Wide Web.

Names designed for computers can be very long and complex. There are some
tricks to speed up the entry process. For example, if an address reads
http://www.teeler.com all you need to really type in is 'teeler' and the browser
assumes the rest. This is the default setting for web browsers, since most companies
use this format for their address.

But why type in the address at all? Usually you can just click on a link from the
page you are visiting, or cut-and-paste the address from an e-mail message or any
other computer document. And to really save time you can click on one of the buttons
on the toolbar: bookmarks.

The bookmarks file, called favorites in Internet Explorer, allows you to create a
shortcut from your browser to a specific page within a web site. If you visit a web
page more than two or three times, it is sensible to 'bookmark’ it, that is, to flag it
for later reference. To do this, click on Bookmarks and select Add to Bookmarks.
This places the address in the bookmarks file. Later you can edit your file to give
the bookmarks memorable names, file them into separate folders or even
automatically update the addresses that have changed. Bookmarking is a wonderful
feature when you are using the Web with students because you can bookmark lots
of web pages in advance, in a folder labelled with the class's name. When students
come in, they open the bookmarks file, find the folder for their class and click on the
page name to quickly open that page in the browser.

Another option, Font, allows you to change the appearance of the web page on
your screen. You can make the text larger or smaller by clicking on Font, which can be
really useful if you are working on a small screen.

You can also turn the images off to navigate the Web more quickly. This is a great
money saver because you can load pages more quickly, but it also takes a lot of the joy
out of using the Web.

You can turn the toolbar off (make it disappear) and also the address box if they
are taking up too much of your viewing space, using the Options menu in Netscape
Navigator or the View menu in Internet Explorer. You repeat the procedure to make
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them reappear. Most of the other features of the toolbar are for navigation. Back and
Forward buttons do just what they say: move one step backwards to where you have
just been, or one step forwards from a page you went back to. But if you right-click on
the same button, a menu drops down to show you all the places you have visited
while online that day. Click on the name of a page in this menu to jump directly to
it. You can also go back to sites you have already visited by clicking on an arrow to the
right of the address box (on some browsers), or by clicking on History. This opens the
history folder, a record of all the web sites you have visited in the last week or month.

Your browser stores, or caches, all the web pages you visit in a part of your
computer called the cache. This means that when you click on a page in the history
folder it loads the page faster because it opens the site directly from the information in
the cache first. The cache takes up a lot of space on your computer so your browser
empties it periodically to free up memory.

However, sometimes the information on a page from the cache is outdated.
When you need to see a newer version of a web page - for example, a newspaper
that changes every day - you click the Reload or Refresh button. The browser will
now skip the version in the cache and load a fresh copy from the Internet.

The Home button takes you directly back to the web browser's home page. You
can change this option easily, and select any web page you like as your default home
page - that is, the page that will open automatically each time you connect to the Web.

Details of the specific features of your web browser can be found in the browser's
help file, in the drop-down help menu on the toolbar. So if you are using the Web for
the first time, you can read through it.

So the toolbar forms the top part of the frame around a web page. The other three
sides of the frame are composed of: the scroll bar on the right, which you use to move
up and down a page that is too long for your screen; the status bar at the bottom, which
tells you what the browser is doing; and a function-less side on the left.

Navigating the Web

Navigating round a web site itself is very easy It is what is called point-and-click
technology. You point your mouse at a link and click, which transports you to another
page within the web site or to another location altogether. How do you know if
something is a link?

* Links are usually highlighted in a different colour from the rest of the
text, and they may be underlined. This system of links is called hypertext.
When you visit a link it should change colour, to remind you later that
you have already seen it.

* If you pass your mouse over different bits of text and pictures the cursor
will change, normally from an arrow to a hand. The hand means that you
can click there because it is a link. You can tell where the link will take
you by watching the address change in the status bar, at the bottom of the
browser.

Links can lead to other things as well. You can download software by simply
clicking on a link and following the instructions that appear. Links can also be
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connections to audio and video files, which use special software programs that are
integrated into the browser to play them back. These are called helper applications or
plug-ins.

Although the technology is easy, it takes a while to become comfortable with the
general format of a web page. You will soon begin to know just where to look for
links and how to find the information you need on the page. And as you browse
around the Web you will grow familiar with the various styles and designs that are
popular, and you will almost certainly run across both extremes of the spectrum: long
pages of nearly unformatted text and truly spectacular multimedia extravaganzas.

For many users there is little more to the Internet than this, the ubiquitous
Web, with e-mail running a distant second. But there are many other applications
besides, some of which are useful to English language teachers. As we examine the
different ways the Internet can be used in English language teaching, we will look at
a few of these other applications. [18]

6. 7 Text XI “Molecular Technology Today” [19]
6.7.1 Read and translate the first part of the text

Coal and diamonds, sand and computer chips, cancer and healthy tissue:
throughout history, variations in the arrangement of atoms have distinguished the
cheap from the cherished, the diseased from the healthy. Arranged one way, atoms
make up soil, air, and water; arranged another, they make up ripe strawberries.
Arranged one way, they make up homes and fresh air; arranged another, they make
up ash and smoke.

Our ability to arrange atoms lies at the foundation of technology. We have
come far in our atom arranging, from chipping flint for arrowheads to machining
aluminum for spaceships. We take pride in our technology, with our lifesaving drugs
and desktop computers. Yet our spacecraft are still crude, our computers are still
stupid, and the molecules in our tissues still slide into disorder, first destroying
health, then life itself. For all our advances in arranging atoms, we still use primitive
methods. With our present technology, we are still forced to handle atoms in unruly
herds.

But the laws of nature leave plenty of room for progress, and the pressures of
world competition are even now pushing us forward. For better or for worse, the
greatest technological breakthrough in history is still to come.

6.7.2 Compare the given translation and your own one. Match sentences
from the previous exercise with the following ones. Whose translation is better?

VYroinb 1 anMasbl, NECOK U KOMIIBIOTEPHBIC YHUIIbI, PAKOBAsI OMMYX0JIb U 3J0pPOBast
TKaHb - Ha MPOTSHKEHUU BCETO Pa3BUTHUSI, B 3aBUCUMOCTH OT YIOPSJOUYCHHS aTOMOB,
BO3HUKAJIO JEIIEBOE WU APArolleHHOEe, O0JBbHOE WK 310POBOE. Y IOPSAIOUECHHbIE TTO-
pa3HOMy, aTOMbI 00pa3yIoT MOYBY, BO3AYyX U BOJY; a €II€ - CIEIYI0 3eMJISTHUKY; IoMa
U BO3/yX; 30J1y U JIbIM.
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Hama cmocoOHOCTE ymopsaouYnBaTh AaTOMBI JIGKHT B OCHOBE Pa3BUTHS
TEXHOJIOTUHA. MBI MHOTOMY HAay4YWJIUCh, YIOPSIOYMBAs aTOMbl TaK WU WHaye, C
3aTOYKM KpPEeMHS I HAaKOHEYHUKOB CTpesl JI0 O0OpaOOTKH altOMHHUS ISt
KOCMHUYECKUX Kopabsieii. Mpbl ropauMmcsi HallMMU  TEXHOJOTHSIMHU, HAIUMHU
JIeKapCTBaMU, CIACAIOIIMMU KU3Hb U HACTOJIbHBIMH KOMITbIOTepaMu. OJTHAKO HaIIu
KOCMUYECKHUE KOpaliau BCE eli€ HEYKII0XKH, HAIIM KOMIIBIOTEPHI BCE €lI€ TIymbl, a
MOJIEKYJIbI B HAIIMX TKaHAX BCE €€ CO BpeMEHEM MPUXOJAT B OeCTops 0K, BHAYAIIE
paspymasi 300pOBbE, a 3aTeM M caMmy >KHW3Hb. [Ipm Bcex Hammx ycnexax B
YHOOPSIAOYEHUH aTOMOB Mbl BCE €HI€é HCHOJIb3yEM IPUMUTHUBHBIE METOJbI
ynopsiaioueHus. [Ipy Hanmuuum COBpEMEHHBIX TEXHOJIOTMH Mbl BCE €IIE BBIHYKEHbI
MaHUITYJIMPOBATH OOJBIITUMHU, TUIOXO YIPABISIEMBIMH TPYIIIIAMHA aTOMOB.

Ho 3akoHbI pupo/ibl JalOT MHOTO BO3MOXKHOCTEH JUIsl Tporpecca, a MUpoBast
KOHKYpEHITUSI ABUTAeT Hac Bmepea. Ha cuactee mim Ha Oemy, HO caMoe OOJbIoe
TEXHOJIOTUYECKOE IOCTUKEHUE B UCTOPUH BCE €LIE HAC 0KUIAET BIIEPE/IU.

6.7.3 Continue reading the text and find the main sentences
Two Styles of Technology

Our modern technology builds on an ancient tradition. Thirty thousand years
ago, chipping flint was the high technology of the day. Our ancestors grasped stones
containing trillions of trillions of atoms and removed chips containing billions of
trillions of atoms to make their axheads; they made fine work with skills difficult to
imitate today. They also made patterns on cave walls in France with sprayed paint,
using their hands as stencils. Later they made pots by baking clay, then bronze by
cooking rocks. They shaped bronze by pounding it. They made iron, then steel, and
shaped it by heating, pounding, and removing chips.

We now cook up pure ceramics and stronger steels, but we still shape them by
pounding, chipping, and so forth. We cook up pure silicon, saw it into slices, and
make patterns on its surface using tiny stencils and sprays of light. We call the
products "chips" and we consider them exquisitely small, at least in comparison to
axheads.

Our microelectronic technology has managed to stuff machines as powerful as
the room-sized computers of the early 1950s onto a few silicon chips in a pocket-
sized computer. Engineers are now making ever smaller devices, slinging herds of
atoms at a crystal surface to build up wires and components one tenth the width of a
fine hair.

These microcircuits may be small by the standards of flint chippers, but each
transistor still holds trillions of atoms, and so-called "microcomputers" are still
visible to the naked eye. By the standards of a newer, more powerful technology they
will seem gargantuan.

The ancient style of technology that led from flint chips to silicon chips
handles atoms and molecules in bulk; call it bulk technology. The new technology
will handle individual atoms and molecules with control and precision; call it
molecular technology. It will change our world in more ways than we can imagine.
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Microcircuits have parts measured in micrometers - that is, in millionths of a
meter - but molecules are measured in nanometers (a thousand times smaller). We
can use the terms "nanotechnology" and "molecular technology" interchangeably to
describe the new style of technology. The engineers of the new technology will build
both nanocircuits and nanomachines. [19]

6.7.4 Read the next part and then retell it
Molecular Technology Today

One dictionary definition of a machine is "any system, usually of rigid bodies,
formed and connected to alter, transmit, and direct applied forces in a predetermined
manner to accomplish a specific objective, such as the performance of useful work."
Molecular machines fit this definition quite well.

To imagine these machines, one must first picture molecules. We can picture
atoms as beads and molecules as clumps of beads, like a child's beads linked by
snaps. In fact, chemists do sometimes visualize molecules by building models from
plastic beads (some of which link in several directions, like the hubs in a Tinkertoy
set). Atoms are rounded like beads, and although molecular bonds are not snaps, our
picture at least captures the essential notion that bonds can be broken and reformed.

If an atom were the size of a small marble, a fairly complex molecule would be
the size of your fist. This makes a useful mental image, but atoms are really about
1/10,000 the size of bacteria, and bacteria are about 1/10,000 the size of mosquitoes.
(An atomic nucleus, however, is about 1/100,000 the size of the atom itself; the
difference between an atom and its nucleus is the difference between a fire and a
nuclear reaction.)

The things around us act as they do because of the way their molecules behave.
Air holds neither its shape nor its volume because its molecules move freely,
bumping and ricocheting through open space. Water molecules stick together as they
move about, so water holds a constant volume as it changes shape. Copper holds its
shape because its atoms stick together in regular patterns; we can bend it and hammer
it because its atoms can slip over one another while remaining bound together. Glass
shatters when we hammer it because its atoms separate before they slip. Rubber
consists of networks of kinked molecules, like a tangle of springs. When stretched
and released, its molecules straighten and then coil again. These simple molecular
patterns make up passive substances. More complex patterns make up the active
nanomachines of living cells.

Biochemists already work with these machines, which are chiefly made of
protein, the main engineering material of living cells. These molecular machines have
relatively few atoms, and so they have lumpy surfaces, like objects made by gluing
together a handful of small marbles. Also, many pairs of atoms are linked by bonds
that can bend or rotate, and so protein machines are unusually flexible. But like all
machines, they have parts of different shapes and sizes that do useful work. All
machines use clumps of atoms as parts. Protein machines simply use very small
clumps.
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Biochemists dream of designing and building such devices, but there are
difficulties to be overcome. Engineers use beams of light to project patterns onto
silicon chips, but chemists must build much more indirectly than that. When they
combine molecules in various sequences, they have only limited control over how the
molecules join. When biochemists need complex molecular machines, they still have
to borrow them from cells. Nevertheless, advanced molecular machines will
eventually let them build nanocircuits and nanomachines as easily and directly as
engineers now build microcircuits or washing machines. Then progress will become
swift and dramatic.

Genetic engineers are already showing the way. Ordinarily, when chemists
make molecular chains - called "polymers" - they dump molecules into a vessel
where they bump and snap together haphazardly in a liquid. The resulting chains
have varying lengths, and the molecules are strung together in no particular order.

But in modern gene synthesis machines, genetic engineers build more orderly
polymers - specific DNA molecules - by combining molecules in a particular order.
These molecules are the nucleotides of DNA (the letters of the genetic alphabet) and
genetic engineers don't dump them all in together. Instead, they direct the machine to
add different nucleotides in a particular sequence to spell out a particular message.
They first bond one kind of nucleotide to the chain ends, then wash away the leftover
material and add chemicals to prepare the chain ends to bond the next nucleotide.
They grow chains as they bond on nucleotides, one at a time, in a programmed
sequence. They anchor the very first nucleotide in each chain to a solid surface to
keep the chain from washing away with its chemical bathwater. In this way, they
have a big clumsy machine in a cabinet assemble specific molecular structures from
parts a hundred million times smaller than itself.

But this blind assembly process accidentally omits nucleotides from some
chains. The likelihood of mistakes grows as chains grow longer. Like workers
discarding bad parts before assembling a car, genetic engineers reduce errors by
discarding bad chains. Then, to join these short chains into working genes (typically
thousands of nucleotides long), they turn to molecular machines found in bacteria.

These protein machines, called restriction enzymes, "read" certain DNA
sequences as "cut here." They read these genetic patterns by touch, by sticking to
them, and they cut the chain by rearranging a few atoms. Other enzymes splice pieces
together, reading matching parts as "glue here" - likewise "reading" chains by
selective stickiness and splicing chains by rearranging a few atoms. By using gene
machines to write, and restriction enzymes to cut and paste, genetic engineers can
write and edit whatever DNA messages they choose.

But by itself, DNA is a fairly worthless molecule. It is neither strong like
Kevlar, nor colorful like a dye, nor active like an enzyme, yet it has something that
industry is prepared to spend millions of dollars to use: the ability to direct molecular
machines called ribosomes. In cells, molecular machines first transcribe DNA,
copying its information to make RNA "tapes." Then, much as old numerically
controlled machines shape metal based on instructions stored on tape, ribosomes
build proteins based on instructions stored on RNA strands. And proteins are useful.
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Proteins, like DNA, resemble strings of lumpy beads. But unlike DNA, protein
molecules fold up to form small objects able to do things. Some are enzymes,
machines that build up and tear down molecules (and copy DNA, transcribe it, and
build other proteins in the cycle of life). Other proteins are hormones, binding to yet
other proteins to signal cells to change their behavior. Genetic engineers can produce
these objects cheaply by directing the cheap and efficient molecular machinery inside
living organisms to do the work. Whereas engineers running a chemical plant must
work with vats of reacting chemicals (which often misarrange atoms and make
noxious byproducts), engineers working with bacteria can make them absorb
chemicals, carefully rearrange the atoms, and store a product or release it into the
fluid around them.

Genetic engineers have now programmed bacteria to make proteins ranging
from human growth hormone to rennin, an enzyme used in making cheese. The
pharmaceutical company Eli Lilly (Indianapolis) is now marketing Humulin, human
insulin molecules made by bacteria. [19]

6.7.5 Existing Protein Machines

These protein hormones and enzymes selectively stick to other molecules. An
enzyme changes its target's structure, then moves on; a hormone affects its target's
behavior only so long as both remain stuck together. Enzymes and hormones can be
described in mechanical terms, but their behavior is more often described in chemical
terms.

But other proteins serve basic mechanical functions. Some push and pull, some
act as cords or struts, and parts of some molecules make excellent bearings. The
machinery of muscle, for instance, has gangs of proteins that reach, grab a "rope"
(also made of protein), pull it, then reach out again for a fresh grip; whenever you
move, you use these machines. Amoebas and human cells move and change shape by
using fibers and rods that act as molecular muscles and bones. A reversible, variable-
speed motor drives bacteria through water by turning a corkscrew-shaped propeller.
If a hobbyist could build tiny cars around such motors, several billions of billions
would fit in a pocket, and 150-lane freeways could be built through your finest
capillaries.

Simple molecular devices combine to form systems resembling industrial
machines. In the 1950s engineers developed machine tools that cut metal under the
control of a punched paper tape. A century and a half earlier, Joseph-Marie Jacquard
had built a loom that wove complex patterns under the control of a chain of punched
cards. Yet over three billion years before Jacquard, cells had developed the
machinery of the ribosome. Ribosomes are proof that nanomachines built of protein
and RNA can be programmed to build complex molecules.

Then consider viruses. One kind, the T, phage, acts like a spring-loaded
syringe and looks like something out of an industrial parts catalog. It can stick to a
bacterium, punch a hole, and inject viral DNA (yes, even bacteria suffer infections).
Like a conqueror seizing factories to build more tanks, this DNA then directs the
cell's machines to build more viral DNA and syringes. Like all organisms, these
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viruses exist because they are fairly stable and are good at getting copies of
themselves made.

Whether in cells or not, nanomachines obey the universal laws of nature.
Ordinary chemical bonds hold their atoms together, and ordinary chemical reactions
(guided by other nanomachines) assemble them. Protein molecules can even join to
form machines without special help, driven only by thermal agitation and chemical
forces. By mixing viral proteins (and the DNA they serve) in a test tube, molecular
biologists have assembled working T, viruses. This ability is surprising: imagine
putting automotive parts in a large box, shaking it, and finding an assembled car
when you look inside! Yet the T, virus is but one of many self-assembling structures.
Molecular biologists have taken the machinery of the ribosome apart into over fifty
separate protein and RNA molecules, and then combined them in test tubes to form
working ribosomes again.

To see how this happens, imagine different T4 protein chains floating around in
water. Each kind folds up to form a lump with distinctive bumps and hollows,
covered by distinctive patterns of oiliness, wetness, and electric charge. Picture them
wandering and tumbling, jostled by the thermal vibrations of the surrounding water
molecules. From time to time two bounce together, then bounce apart. Sometimes,
though, two bounce together and fit, bumps in hollows, with sticky patches matching;
they then pull together and stick. In this way protein adds to protein to make sections
of the virus, and sections assemble to form the whole.

Protein engineers will not need nanoarms and nanohands to assemble complex
nanomachines. Still, tiny manipulators will be useful and they will be built. Just as
today's engineers build machinery as complex as player pianos and robot arms from
ordinary motors, bearings, and moving parts, so tomorrow's biochemists will be able
to use protein molecules as motors, bearings, and moving parts to build robot arms
which will themselves be able to handle individual molecules. [19]

6.7.6 Designing with Protein

How far off is such an ability? Steps have been taken, but much work remains
to be done. Biochemists have already mapped the structures of many proteins. With
gene machines to help write DNA tapes, they can direct cells to build any protein
they can design. But they still don't know how to design chains that will fold up to
make proteins of the right shape and function. The forces that fold proteins are weak,
and the number of plausible ways a protein might fold is astronomical, so designing a
large protein from scratch isn't easy.

The forces that stick proteins together to form complex machines are the same
ones that fold the protein chains in the first place. The differing shapes and kinds of
stickiness of amino acids - the lumpy molecular "beads" forming protein chains -
make each protein chain fold up in a specific way to form an object of a particular
shape. Biochemists have learned rules that suggest how an amino acid chain might
fold, but the rules aren't very firm. Trying to predict how a chain will fold is like
trying to work a jigsaw puzzle, but a puzzle with no pattern printed on its pieces to
show when the fit is correct, and with pieces that seem to fit together about as well
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(or as badly) in many different ways, all but one of them wrong. False starts could
consume many lifetimes, and a correct answer might not even be recognized.
Biochemists using the best computer programs now available still cannot predict how
a long, natural protein chain will actually fold, and some of them have despaired of
designing protein molecules soon.

Yet most biochemists work as scientists, not as engineers. They work at
predicting how natural proteins will fold, not at designing proteins that will fold
predictably. These tasks may sound similar, but they differ greatly: the first is a
scientific challenge, the second is an engineering challenge. Why should natural
proteins fold in a way that scientists will find easy to predict? All that nature requires
is that they in fact fold correctly, not that they fold in a way obvious to people.

Proteins could be designed from the start with the goal of making their folding
more predictable. Carl Pabo, writing in the journal Nature, has suggested a design
strategy based on this insight, and some biochemical engineers have designed and
built short chains of a few dozen pieces that fold and nestle onto the surfaces of other
molecules as planned. They have designed from scratch a protein with properties like
those of melittin, a toxin in bee venom. They have modified existing enzymes,
changing their behaviors in predictable ways. Our understanding of proteins is
growing daily.

In 1959, according to biologist Garrett Hardin, some geneticists called genetic
engineering impossible; today, it is an industry. Biochemistry and computer-aided
design are now exploding fields, and as Frederick Blattner wrote in the journal
Science, "computer chess programs have already reached the level below the grand
master. Perhaps the solution to the protein-folding problem is nearer than we think."
William Rastetter of Genentech, writing in Applied Biochemistry and Biotechnology
asks, "How far off is de novo enzyme design and synthesis? Ten, fifteen years?" He
answers, "Perhaps not that long."

Forrest Carter of the U.S. Naval Research Laboratory, Ari Aviram and Philip
Seiden of IBM, Kevin Ulmer of Genex Corporation, and other researchers in
university and industrial laboratories around the globe have already begun theoretical
work and experiments aimed at developing molecular switches, memory devices, and
other structures that could be incorporated into a protein-based computer. The U.S.
Naval Research Laboratory has held two international workshops on molecular
electronic devices, and a meeting sponsored by the U.S. National Science Foundation
has recommended support for basic research aimed at developing molecular
computers. Japan has reportedly begun a multimillion-dollar program aimed at
developing self-assembling molecular motors and computers, and VLSI Research
Inc., of San Jose, reports that "It looks like the race to bio-chips [another term for
molecular electronic systems] has already started. NEC, Hitachi, Toshiba,
Matsushita, Fujitsu, Sanyo-Denki and Sharp have commenced full-scale research
efforts on bio-chips for bio-computers."

Biochemists have other reasons to want to learn the art of protein design. New
enzymes promise to perform dirty, expensive chemical processes more cheaply and
cleanly, and novel proteins will offer a whole new spectrum of tools to
biotechnologists. We are already on the road to protein engineering, and as Kevin
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Ulmer notes in the quote from Science that heads this chapter, this road leads "toward
a more general capability for molecular engineering which would allow us to
structure matter atom by atom." [19]

6.7.7 Second-Generation Nanotechnology

Despite its versatility, protein has shortcomings as an engineering material.
Protein machines quit when dried, freeze when chilled, and cook when heated. We do
not build machines of flesh, hair, and gelatin; over the centuries, we have learned to
use our hands of flesh and bone to build machines of wood, ceramic, steel, and
plastic. We will do likewise in the future. We will use protein machines to build
nanomachines of tougher stuff than protein.

As nanotechnology moves beyond reliance on proteins, it will grow more
ordinary from an engineer's point of view. Molecules will be assembled like the
components of an erector set, and well-bonded parts will stay put. Just as ordinary
tools can build ordinary machines from parts, so molecular tools will bond molecules
together to make tiny gears, motors, levers, and casings, and assemble them to make
complex machines.

Parts containing only a few atoms will be lumpy, but engineers can work with
lumpy parts if they have smooth bearings to support them. Conveniently enough,
some bonds between atoms make fine bearings; a part can be mounted by means of a
single chemical bond that will let it turn freely and smoothly. Since a bearing can be
made using only two atoms (and since moving parts need have only a few atoms),
nanomachines can indeed have mechanical components of molecular size.

How will these better machines be built? Over the years, engineers have used
technology to improve technology. They have used metal tools to shape metal into
better tools, and computers to design and program better computers. They will
likewise use protein nanomachines to build better nanomachines. Enzymes show the
way: they assemble large molecules by "grabbing" small molecules from the water
around them, then holding them together so that a bond forms. Enzymes assemble
DNA, RNA, proteins, fats, hormones, and chlorophyll in this way - indeed, virtually
the whole range of molecules found in living things.

Biochemical engineers, then, will construct new enzymes to assemble new
patterns of atoms. For example, they might make an enzyme-like machine which will
add carbon atoms to a small spot, layer on layer. If bonded correctly, the atoms will
build up to form a fine, flexible diamond fiber having over fifty times as much
strength as the same weight of aluminum. Aerospace companies will line up to buy
such fibers by the ton to make advanced composites. (This shows one small reason
why military competition will drive molecular technology forward, as it has driven so
many fields in the past.)

But the great advance will come when protein machines are able to make
structures more complex than mere fibers. These programmable protein machines
will resemble ribosomes programmed by RNA, or the older generation of automated
machine tools programmed by punched tapes. They will open a new world of
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possibilities, letting engineers escape the limitations of proteins to build rugged,
compact machines with straightforward designs.

Engineered proteins will split and join molecules as enzymes do. Existing
proteins bind a variety of smaller molecules, using them as chemical tools; newly
engineered proteins will use all these tools and more.

Further, organic chemists have shown that chemical reactions can produce
remarkable results even without nanomachines to guide the molecules. Chemists have
no direct control over the tumbling motions of molecules in a liquid, and so the
molecules are free to react in any way they can, depending on how they bump
together. Yet chemists nonetheless coax reacting molecules to form regular structures
such as cubic and dodecahedral molecules, and to form unlikely-seeming structures
such as molecular rings with highly strained bonds. Molecular machines will have
still greater versatility in bondmaking, because they can use similar molecular
motions to make bonds, but can guide these motions in ways that chemists cannot.

Indeed, because chemists cannot yet direct molecular motions, they can seldom
assemble complex molecules according to specific plans. The largest molecules they
can make with specific, complex patterns are all linear chains. Chemists form these
patterns (as in gene machines) by adding molecules in sequence, one at a time, to a
growing chain. With only one possible bonding site per chain, they can be sure to add
the next piece in the right place.

But if a rounded, lumpy molecule has (say) a hundred hydrogen atoms on its
surface, how can chemists split off just one particular atom (the one five up and three
across from the bump on the front) to add something in its place? Stirring simple
chemicals together will seldom do the job, because small molecules can seldom select
specific places to react with a large molecule. But protein machines will be more
choosy.

A flexible, programmable protein machine will grasp a large molecule (the
workpiece) while bringing a small molecule up against it in just the right place. Like
an enzyme, it will then bond the molecules together. By bonding molecule after
molecule to the workpiece, the machine will assemble a larger and larger structure
while keeping complete control of how its atoms are arranged. This is the key ability
that chemists have lacked.

Like ribosomes, such nanomachines can work under the direction of molecular
tapes. Unlike ribosomes, they will handle a wide variety of small molecules (not just
amino acids) and will join them to the workpiece anywhere desired, not just to the
end of a chain. Protein machines will thus combine the splitting and joining abilities
of enzymes with the programmability of ribosomes. But whereas ribosomes can build
only the loose folds of a protein, these protein machines will build small, solid
objects of metal, ceramic, or diamond - invisibly small, but rugged.

Where our fingers of flesh are likely to bruise or burn, we turn to steel tongs.
Where protein machines are likely to crush or disintegrate, we will turn to
nanomachines made of tougher stuff. [19]
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6.7.8 Universal Assemblers

These second-generation nanomachines - built of more than just proteins - will
do all that proteins can do, and more. In particular, some will serve as improved
devices for assembling molecular structures. Able to tolerate acid or vacuum,
freezing or baking, depending on design, enzyme-like second-generation machines
will be able to use as "tools" almost any of the reactive molecules used by chemists -
but they will wield them with the precision of programmed machines. They will be
able to bond atoms together in virtually any stable pattern, adding a few at a time to
the surface of a workpiece until a complex structure is complete. Think of such
nanomachines as assemblers.

Because assemblers will let us place atoms in almost any reasonable
arrangement (as discussed in the Notes), they will let us build almost anything that
the laws of nature allow to exist. In particular, they will let us build almost anything
we can design - including more assemblers. The consequences of this will be
profound, because our crude tools have let us explore only a small part of the range of
possibilities that natural law permits. Assemblers will open a world of new
technologies.

Advances in the technologies of medicine, space, computation, and production
- and warfare - all depend on our ability to arrange atoms. With assemblers, we will
be able to remake our world or destroy it. So at this point it seems wise to step back
and look at the prospect as clearly as we can, so we can be sure that assemblers and
nanotechnology are not a mere futurological mirage. [19]

6.7.9 Read the text and then correct the sentences below
Nailing Down Conclusions

In everything I have been describing, I have stuck closely to the demonstrated
facts of chemistry and molecular biology. Still, people regularly raise certain
questions rooted in physics and biology. These deserve more direct answers.

Will the uncertainty principle of quantum physics make molecular machines
unworkable?

This principle states (among other things) that particles can't be pinned down in
an exact location for any length of time. It limits what molecular machines can do,
just as it limits what anything else can do. Nonetheless, calculations show that the
uncertainty principle places few important limits on how well atoms can be held in
place, at least for the purposes outlined here. The uncertainty principle makes
electron positions quite fuzzy, and in fact this fuzziness determines the very size and
structure of atoms. An atom as a whole, however, has a comparatively definite
position set by its comparatively massive nucleus. If atoms didn't stay put fairly well,
molecules would not exist. One needn't study quantum mechanics to trust these
conclusions, because molecular machines in the cell demonstrate that molecular
machines work.
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Will the molecular vibrations of heat make molecular machines unworkable or
too unreliable for use?

Thermal vibrations will cause greater problems than will the uncertainty
principle, yet here again existing molecular machines directly demonstrate that
molecular machines can work at ordinary temperatures. Despite thermal vibrations,
the DNA-copying machinery in some cells makes less than one error in
100,000,000,000 operations. To achieve this accuracy, however, cells use machines
(such as the enzyme DNA polymerase 1) that proofread the copy and correct errors.
Assemblers may well need similar error-checking and error-correcting abilities, if
they are to produce reliable results.

Will radiation disrupt molecular machines and render them unusable?

High-energy radiation can break chemical bonds and disrupt molecular
machines. Living cells once again show that solutions exist: they operate for years by
repairing and replacing radiation-damaged parts. Because individual machines are so
tiny, however, they present small targets for radiation and are seldom hit. Still, if a
system of nanomachines must be reliable, then it will have to tolerate a certain
amount of damage, and damaged parts must regularly be repaired or replaced. This
approach to reliability is well known to designers of aircraft and spacecratft.

Since evolution has failed to produce assemblers, does this show that they are
either impossible or useless?

The earlier questions were answered in part by pointing to the working
molecular machinery of cells. This makes a simple and powerful case that natural law
permits small clusters of atoms to behave as controlled machines, able to build other
nanomachines. Yet despite their basic resemblance to ribosomes, assemblers will
differ from anything found in cells; the things they do - while consisting of ordinary
molecular motions and reactions - will have novel results. No cell, for example,
makes diamond fiber.

The idea that new kinds of nanomachinery will bring new, useful abilities may
seem startling: in all its billions of years of evolution, life has never abandoned its
basic reliance on protein machines. Does this suggest that improvements are
impossible, though? Evolution progresses through small changes, and evolution of
DNA cannot easily replace DNA. Since the DNA/RNA/ribosome system is
specialized to make proteins, life has had no real opportunity to evolve an alternative.
Any production manager can well appreciate the reasons; even more than a factory,
life cannot afford to shut down to replace its old systems.

Improved molecular machinery should no more surprise us than alloy steel
being ten times stronger than bone, or copper wires transmitting signals a million
times faster than nerves. Cars outspeed cheetahs, jets outfly falcons, and computers
already outcalculate head-scratching humans. The future will bring further examples
of improvements on biological evolution, of which second-generation nanomachines
will be but one.

In physical terms, it is clear enough why advanced assemblers will be able to
do more than existing protein machines. They will be programmable like ribosomes,
but they will be able to use a wider range of tools than all the enzymes in a cell put
together. Because they will be made of materials far more strong, stiff, and stable

131



than proteins, they will be able to exert greater forces, move with greater precision,
and endure harsher conditions. Like an industrial robot arm - but unlike anything in a
living cell - they will be able to rotate and move molecules in three dimensions under
programmed control, making possible the precise assembly of complex objects.
These advantages will enable them to assemble a far wider range of molecular
structures than living cells have done.

Is there some special magic about life, essential to making molecular
machinery work?

One might doubt that artificial nanomachines could even equal the abilities of
nanomachines in the cell, if there were reason to think that cells contained some
special magic that makes them work. This idea is called "vitalism." Biologists have
abandoned it because they have found chemical and physical explanations for every
aspect of living cells yet studied, including their motion, growth, and reproduction.
Indeed, this knowledge is the very foundation of biotechnology.

Nanomachines floating in sterile test tubes, free of cells, have been made to
perform all the basic sorts of activities that they perform inside living cells. Starting
with chemicals that can be made from smoggy air, biochemists have built working
protein machines without help from cells. R. B. Merrifield, for example, used
chemical techniques to assemble simple amino acids to make bovine pancreatic
ribonuclease, an enzymatic device that disassembles RNA molecules. Life is special
in structure, in behavior, and in what it feels like from the inside to be alive, yet the
laws of nature that govern the machinery of life also govern the rest of the universe.

The case for the feasibility of assemblers and other nanomachines may sound
firm, but why not just wait and see whether they can be developed?

Sheer curiosity seems reason enough to examine the possibilities opened by
nanotechnology, but there are stronger reasons. These developments will sweep the
world within ten to fifty years - that is, within the expected lifetimes of ourselves or
our families. What is more, the conclusions of the following chapters suggest that a
wait-and-see policy would be very expensive - that it would cost many millions of
lives, and perhaps end life on Earth.

Is the case for the feasibility of nanotechnology and assemblers firm enough
that they should be taken seriously? It seems so, because the heart of the case rests on
two well-established facts of science and engineering. These are (1) that existing
molecular machines serve a range of basic functions, and (2) that parts serving these
basic functions can be combined to build complex machines. Since chemical
reactions can bond atoms together in diverse ways, and since molecular machines can
direct chemical reactions according to programmed instructions, assemblers
definitely are feasible. [19]

1 Particles can be pinned down in an exact location for any length of time.

2 High-energy radiation can break present computers and machines.

3 Somebody’s laziness seems reason enough to examine the possibilities
opened by nanotechnology.

4 Assemblers definitely are useless in modern computers.
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5 Scientists, biochemists, have built working protein machines with the help
from polluted air.

10 Biologists have proved that cells contained some special magic that makes
them work.

6.7.10 Read the text and answer the questions below
Nanocomputers

Assemblers will bring one breakthrough of obvious and basic importance:
engineers will use them to shrink the size and cost of computer circuits and speed
their operation by enormous factors.

With today's bulk technology, engineers make patterns on silicon chips by
throwing atoms and photons at them, but the patterns remain flat and molecular-scale
flaws are unavoidable. With assemblers, however, engineers will build circuits in
three dimensions, and build to atomic precision. The exact limits of electronic
technology today remain uncertain because the quantum behavior of electrons in
complex networks of tiny structures presents complex problems, some of them
resulting directly from the uncertainty principle. Whatever the limits are, though, they
will be reached with the help of assemblers.

The fastest computers will use electronic effects, but the smallest may not. This
may seem odd, yet the essence of computation has nothing to do with electronics. A
digital computer is a collection of switches able to turn one another on and off. Its
switches start in one pattern (perhaps representing 2 + 2), then switch one another
into a new pattern (representing 4), and so on. Such patterns can represent almost
anything. Engineers build computers from tiny electrical switches connected by wires
simply because mechanical switches connected by rods or strings would be big, slow,
unreliable, and expensive, today.

The idea of a purely mechanical computer is scarcely new. In England during
the mid-1800s, Charles Babbage invented a mechanical computer built of brass gears;
his co-worker Augusta Ada, the Countess of Lovelace, invented computer
programming. Babbage's endless redesigning of the machine, problems with accurate
manufacturing, and opposition from budget-watching critics (some doubting the
usefulness of computers!), combined to prevent its completion.

In this tradition, Danny Hillis and Brian Silverman of the MIT Artificial
Intelligence Laboratory built a special-purpose mechanical computer able to play tic-
tac-toe. Yards on a side, full of rotating shafts and movable frames that represent the
state of the board and the strategy of the game, it now stands in the Computer
Museum in Boston. It looks much like a large ball-and-stick molecular model, for it
is built of Tinkertoys.

Brass gears and Tinkertoys make for big, slow computers. With components a
few atoms wide, though, a simple mechanical computer would fit within 1/100 of a
cubic micron, many billions of times more compact than today's so-called
microelectronics. Even with a billion bytes of storage, a nanomechanical computer
could fit in a box a micron wide, about the size of a bacterium. And it would be fast.
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Although mechanical signals move about 100,000 times slower than the electrical
signals in today's machines, they will need to travel only 1/1,000,000 as far, and thus
will face less delay. So a mere mechanical computer will work faster than the
electronic whirl-winds of today.

Electronic nanocomputers will likely be thousands of times faster than
electronic microcomputers - perhaps hundreds of thousands of times faster, if a
scheme proposed by Nobel Prize-winning physicist Richard Feynman works out.
Increased speed through decreased size is an old story in electronics. [19]

1 What makes possible to shrink the size and cost of computer circuits?

2 What have engineers reached the exact limits of electronic technology with?
3 Who invented a mechanical computer built of brass gears?

4 Who was the first programmer?

5 Where is the Computer Museum?

6 Do you believe in a computer about the size of a bacterium?

6.7.11 Read the next part and make a plan
Disassemblers

Molecular computers will control molecular assemblers, providing the swift
flow of instructions needed to direct the placement of vast numbers of atoms.
Nanocomputers with molecular memory devices will also store data generated by a
process that is the opposite of assembly.

Assemblers will help engineers synthesize things; their relatives,
disassemblers, will help scientists and engineers analyze things. The case for
assemblers rests on the ability of enzymes and chemical reactions to form bonds, and
of machines to control the process. The case for disassemblers rests on the ability of
enzymes and chemical reactions to break bonds, and of machines to control the
process. Enzymes, acids, oxidizers, alkali metals, 1ons, and reactive groups of atoms
called free radicals - all can break bonds and remove groups of atoms. Because
nothing is absolutely immune to corrosion, it seems that molecular tools will be able
to take anything apart, a few atoms at a time. What is more, a nanomachine could (at
need or convenience) apply mechanical force as well, in effect prying groups of
atoms free.

A nanomachine able to do this, while recording what it removes layer by layer,
is a disassembler. Assemblers, disassemblers, and nanocomputers will work together.
For example, a nanocomputer system will be able to direct the disassembly of an
object, record its structure, and then direct the assembly of perfect copies, And this
gives some hint of the power of nanotechnology. [19]
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6.7.12 Read the last part of the text and try to guess which word is missed

The World Made New
........... will take years to emerge, but their emergence seems almost
inevitable: Though the path to .......... has many steps, each step will bring the next

in reach, and each will bring immediate rewards. The first steps have already been
taken, under the names of "genetic engineering" and "biotechnology." Other paths to
.......... seem possible. Barring worldwide destruction or worldwide controls, the
technology race will continue whether we wish it or not. And as advances in
computer-aided design speed the development of molecular tools, the advance toward
.......... will quicken.

To have any hope of understanding our future, we must understand the
consequences of .......... , disassemblers, and nanocomputers. They promise to bring
changes as profound as the industrial revolution, antibiotics, and nuclear weapons all
rolled up in one massive breakthrough. To understand a future of such profound
change, it makes sense to seek principles of change that have survived the greatest
upheavals of the past. They will prove a useful guide. [19]

77 Section VII Curious about the Internet

7.1 Text I “Curious about the Internet” [20]

Read this chapter to satisfy your general curiosity about what the Internet is
and what it can be used for. The answers include these:

. It's a network.

. It's a loose organization.
. It's a coffee house.

. It's a mailbox.

. It's a business tool.

. It's a library.

. It's a software shop.

. It's a newspaper.

. It's a living thing.

For starters, though, here's the basic answer: The Internet is a loose
organization of thousands of computers all over the world that can communicate with
one another to exchange messages and share information. The Internet offers roughly
20 million people — from nearly every country and from many different walks of life
— a way to correspond with one another, do research, learn stuff, and fool around.
Physicians use it to heal, journalists use it to report, activists use it to activate, and
everyday folks use it to do everyday things.

The computers that constitute the Internet come in just about every size, shape,
and type in use. They're spread all over the world — in every continent, including
Antarctica. According to the Internet Society, a volunteer organization, the number of
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computers on the Internet is almost doubling every year. A million new computers
got hooked into the Internet in the first half of 1994 alone! (See Table 1)

Table 1 -The breadth of the Internet, July 1994

Country/Type of Organization Con]—aI;LStiers Percent of Total ‘
| I 2 3 ﬂ
[U.S.—educational (higher) 856,234 27 “
[U.S.—commercial 774,735 24 “
[U.S.—government 169,248 5 “
U.S.-defense 130,176 4 ﬂ
[U.S.-non-proﬁt organization 66,459 2 ﬂ
ﬂU.S.-network operator 30,993 1 “
U.S -local 16,556 1 ﬂ
[Total U S, 2,044,401 63 ﬂ
ﬂUnited Kingdom 155,706 5 “
[Germany 149,193 5 ﬂ
[Canada 127,516 4 ﬂ
[Australia 127,514 4 ﬂ
ﬂ] apan 72,409 2 “
ﬂFrance 71,899 2 “
[Netherlands 59,729 2 “
[Sweden 53,204 2 ﬂ
[Finland 49,598 2 ﬂ
[Switzerland 47,401 1 ﬂ
ﬂNorway 38,759 1 “
lltaly 23,616 1 ﬂ
[Spain 21,147 1 ﬂ
[Austria 20,130 1 ﬂ
[South Africa 15,595 <1 ﬂ
[New Zealand 14,830 <1 ﬂ
[Korea 12,109 <1 ﬂ
[Denmark 12,107 <1 ﬂ
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IIponomxenue Tabauusl 1(Table 1)

| 1 2 3
[Belgium 12,107 <1
[Taiwan 10,314 <1
[Hong Kong 9,141 <1
[Poland 7,392 <1
[Brazil 5,896 <1
ﬂCzech Rep 5,639 <1
ﬂHungary 5,390 <1
Mexico 5,164 <1
Portugal 4,518 <1
HSingapore 4,014 <1
[Chile 3,703 <1
lIreland 3,308 <1
llceland 3,268 <1
ﬂRussian Fed. (SU) 3,145 <1
[Greece 2,958 <1
[Czech&Slovak (CS) 1,869 <1
Malaysia 1322 <1
[Turkey 1,204 <
[Thailand 1,197 <1
[Slovakia 868 <1
[Croatia 838 <1
ﬂEstonia 659 <1
[Slovenia 574 <1
[Costa Rica 544 <1
[Romania 453 <1
ﬂLuxembourg 420 <1
[Venezuela 399 <1
[Ukralne 339 <1
[China 325 <1
[Russian Fed. (RU) 322 <1

| | e ) e O | e | o e | e e | e e | e e | e ) e ) e | e | e | O | e | e e | e e | e e | e | R | | )
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IIponomxenue Tabauusl 1(Table 1)

| 1 2 3 ﬂ
ﬂlnternational organizations 315 <1 ﬂ
india 316 <1 ﬂ
[Kuwait 297 <1 ﬂ
ﬂEcuador 256 <1 “
ﬂArgentina 248 <1 ﬂ
[Latvia 180 <1 ﬂ
[Colombia 144 <1 ﬂ
[Uruguay 101 <1 ﬂ
HBulgaria 79 <1 “
ﬂPeru 75 <1 H
Philippines 65 <1 ﬂ
ﬂlndonesia 54 <1 ﬂ
[Lithuania 53 <1 ﬂ
Egypt 52 <1 ﬂ
ﬂTunesia 46 <1 “
ﬂCyprus 38 <1 “
ﬂLiechtenstein 27 <1 “
[Panama 24 <1 ﬂ
ﬂNicaragua 23 <1 ﬂ
ﬂAlgeria 7 <1 “
[Fiji 5 <1 ﬂ
lean 4 <1 “
[Antarctica 4 <1 H
[Moldova 2 <1 ﬂ
[Saudi Arabia 1 <1 ﬂ
[Total International: 1,180,77 37 ﬂ

It's a Network

The computers on the Internet can talk to one another because they are
networked; they are connected in some way so that they can exchange information
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with one another electronically. On the Internet, the connections take many different
forms. Some computers are directly connected to others with wire or fiber-optic
cables. Some are connected through local and long-distance telephone lines, and
some even use wireless satellite communications — the same types used today for
some long-distance phone services and cellular phones — to communicate with other
computers on the Internet.

Curious About the Word?

A network 1s made up of two or more computers that are connected so that
they can exchange messages and share information.

An internetwork is two or more networks that are connected so that they can
exchange messages and share information.

The Internet is the world's largest internetwork. It includes computers hooked
together in networks, those networks hooked together in internetworks, and those
internetworks hooked together in still bigger internetworks. There are at least 18,000
networks within the Internet today.

Networks and internetworks

Because the Internet is an internetwork, each computer is not necessarily
directly connected to every other computer. In other words, any computer on the
Internet can talk to any other, but the message may have to travel through several
other computers on its way there.

Think of it like air travel. From Indianapolis, you can fly anywhere in the
world. For some destinations, however, you can't get a non-stop flight. You have to
fly to Chicago or Cincinnati first, then from there to your destination. Information
makes its way around the Internet similarly.

It's a Loose Organization

Although most people talk about the Internet as if it were some giant company
or club, it really isn't. No single entity or organization controls it. The computers on it
are controlled by their owners — MIT controls its computers, the Library of
Congress controls its, the University of Pisa controls its, and so on.

Did You Know...

Many discrete organizations on the Internet have their own rules for which
types of activities are allowed on their computers and which aren't. These rules are
called Acceptable Use Policies, and usually they're not very carefully enforced. There
isn't a single set of Acceptable Use Policies that covers the whole Internet.

Nobody controls the Internet — people simply join up and participate. It's like
a neighborhood where people communicate because they're able to, but they haven't
established a formal organization with rights, rules, and leaders.
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Just as each computer on the Internet is under its owner's control, some
networks that make up a large part of the Internet are controlled by their owners. For
example, the Internet today arose, in part, from a project called NFSnet, a network of
researchers and universities created by the National Science Foundation. The NFSnet
and other federally funded networks that are part of the Internet set their own
Acceptable Use Policies. But again, although government and industry control pieces
of the Internet, nobody controls the whole, nor is anybody likely to do so soon.

Really Curious?

The Internet as a whole is unlikely to be brought under any single point of
control — if such a thing were even possible, considering the number and variety of
different people and organizations who use it. Because of the lack of central control,
different resources on the Internet require different steps and skills — which is what
makes using the Internet difficult.

People are working on better software to make the Internet (or parts of the
Internet, anyway) appear as one smooth system to its users. (You'll learn more about
that in later chapters.)

Also, efforts are underway to smooth out the wrinkles between the many
networks run by federal agencies and to hook them together with the entire academic
and research community, forming one, high-speed network. This early step in the
creation of the Information Superhighway will effectively put much of the
policymaking power for a big slice of the Internet under U.S. government control.
For more about this issue, see Chapter 9.

Looseness is the Internet's blessing, but also its curse. Because it's been so
open and so free, it has evolved on its own into a giant resource that probably never
could have come about if the U.S. government, IBM, Kraft Foods, or Walt Disney
Productions were holding the reins. Unfortunately, because nobody's in charge, the
Internet is inconsistent and sometimes difficult to use. As people use it to access
different computers and services, they find that not everything operates the same way
on the Internet. There are some general rules that people follow — a sort of
traditional Internet etiquette. These rules are very general and are loosely followed, at
that.

The Internet is, in effect, a democratic, egalitarian, and consensus-driven thing.
It doesn't work as efficiently as a top-down, totalitarian machine—but who wants
that?

Did You Know. ..

Although no single group really controls the Internet, there are groups that
influence it.

Two volunteer groups — a council called the Internet Architecture Board and a
technical advisory team called the Internet Engineering Task Force — work together
to enforce minor rules to keep the whole thing working, such as deciding which kinds
of communications languages should be supported by the network. Although the
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Internet includes many different types of computers and networks, it can't work
unless everybody observes a few basic rules in their underlying communications
technologies. These volunteer groups develop those rules to keep the Internet running
smoothly.

People who want to use the Internet, but can't access it through computers at
their company or school, often have to pay a commercial dial-in service for access to
the Internet. (Dial-in and other types of Internet connections are explained in Chapter
5.) The Internet itself is free and open to all (although lately some fee-based services
have appeared on the Internet), but some people have to pay a service provider to
open the door. You'll learn more about that in Chapter 5.

It's a Coffee House

Well, maybe it's not a coffee house. Maybe it's a tavern, a barber shop, or a city
park. The point is that several of the most important Internet resources enable users to
exchange information in an open, public way. These resources provide a forum where
users can write and post messages for other users and where they can read messages
posted by others. In that sense, these resources play the open-air-exchange-site role
played by a coffee house or other public meeting place. The coffee-house-type of
resources actually comes in several different types, each of which is used differently.
(You'll learn more about the specific types — such as newsgroups, mailing lists, and
bulletin boards — later in this chapter and in Chapters 6 and 7.)

Each coffee-house-type resource typically handles a specific topic or area of
interest. Some are for professional specialists, some are for hobbyists, some are for
fans, some are for the generally curious. Because these resources are divided by
subject, users can easily find messages related to their interests and can post
messages where the messages will be read by people who share the user's interests.
For example, a user interested in the Central Intelligence Agency can read messages
about the CIA in the resource that covers it. He or she can also respond to or
comment on those messages or write messages for other CIA buffs to see.

Even though they're divided by subject, the coffee-house resources can become
overcrowded; they can pile up hundreds of messages, which make keeping up with
them or finding any particular message difficult. Often, people who use these
resources have access to a special computer program that helps them find messages
on a particular topic. They can instruct the program to sort through the messages and
show only the messages that match a very specific interest. This helps people find
what they're looking for quickly, without having to wade through an overwhelming
pile of messages. Users can also browse through messages, looking for something of
interest.

It's a Mailbox

Without question, the most-used Internet facility is electronic mail, also known
as e-mail.
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Curious About the Word?

Electronic mail, or e-mail, is the practice of writing messages — memos,
letters, and so forth — on a computer, then transmitting them to another computer so
that the addressee can read them on a computer screen. E-mail skips the whole
process of printing messages on paper and hand-carrying them to the addressee —
which saves paper, time, and energy.

Traditionally, all you could include in an e-mail message was words, and that's
still true today for most Internet e-mailing. With the increased use of graphical
computing environments such as Windows and the Macintosh, however, people are
beginning to include pictures (and sometimes even video clips or sound) in e-mail
messages.

Everyone who uses the Internet has a unique Internet name, called — quite
accurately — an address. Like any address, an Internet address is made up of several
words or partial words, and it typically includes the person's name and location.
Increasingly, people are listing their Internet addresses on their business cards and
stationery. (You can see a sample Internet address in Chapter 5.)

No two Internet users have the same address, so to send a message to an
Internet user, anywhere in the world, all the sender has to know is the address of the
recipient. The sender types up a message in his or her favorite word processing or e-
mail software program, hops onto the Internet, types in the address, and sends the
message on its way.

In theory, the message should arrive at the recipient's computer almost
instantly — after all, it's traveling through wire at nearly the speed of light.
Remember, though, that there isn't always a straight line between any two computers
on the Internet. The message may have to pass through a gaggle of networks and
computers before it reaches its destination and it could get held up, temporarily,
anywhere along the way. In a little while though, the message is delivered to the
addressee's computer.

It's a Business Tool

Or is 1t? This is one of the big debates raging across (and beyond) the Internet.
No doubt, given the increasingly global business climate and the great extent to
which big companies rely on computers, the Internet looks like a great vehicle for
national and international business communication. It is certainly cheaper and more
flexible than building a private, global computer network from scratch.

There are, however, reasons why business use of the Internet has been heavily
restricted through the years. Much of what is now the Internet began as an
experimental research network for the defense department, evolved into a project of
the federally funded National Science Foundation (NSF), and is now evolving into a
new federally sponsored network of government agencies and academia, dubbed
NREN. (See Chapter 9.)

What that boils down to is that the U.S. government has sunk a lot of money
into the domestic parts of the Internet, and is sinking still more. Taxpayers are
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generally agreeable about money spent "in support of research or education," which
is what the NREN portion of the Internet is chartered to do (after all, that stuff makes
our kids smarter and cures diseases). But ugly arguments sometimes ensue when the
likes of Wal-Mart and PepsiCo are permitted to use a tax-subsidized network for the
benefit of their own bottom line.

There are still more problems in doing business on the Internet, including the
fact that the precise laws and policies regarding copyrights, monetary transactions,
international currency conversion, taxes and exchange, privacy, and security have yet
to be ironed out to everyone's satisfaction.

Thus, the rule for the parts of the Internet subsidized by government has long
been "no commercial traffic," as described by the NSF's Acceptable Use Policy for its
NSFnet, which by itself comprises a big chunk of the Internet. Many smaller
government and academic networks have similar policies, and even beyond these
networks there has been a traditional discouragement of commercial activity.
Business users, like anyone else, have always been welcome to use the Internet for
research. But when they begin to use it to send their purchase orders from sales
offices to headquarters, or as an e-mail system for the overseas marketing staff, or as
a junk-mail delivery system, Internet purists cry foul.

Yet, the commercialization of the Internet has been growing rapidly for the last
several years. The policies restricting business activity have been little enforced,
despite the grumbling of some purists. In 1991, some of the government restrictions
on commercial use were lifted. That opened the door for a dozen networking
companies to set up their own major sections of the Internet to support commercial
traffic while working around the NFSnet and its no-business policy. The "anything
goes" commercial networks set up by this group are called the Commercial Internet
eXchange (CIX). CIX supports a wide range of business activities, with more to
come.

A few examples? In addition to the obvious examples of on-screen advertising
and e-mail, businesses already use the Internet to

e Sell real estate, books, concert tickets, handmade dolls, and flowers.

¢ Provide credit reports, legal services, consulting services, and customer support.

e Publish newspapers, newsletters, and magazines that can be read on the
computer screen and are paid for by reader subscriptions, advertising, or both.

Most Internet watchers agree that commercial use of the Internet will continue
to expand, and will do so far more rapidly than will the research uses. Already, more
than half of all Internet users are in commercial enterprises. As you may have noticed
in Table 1.1, the number of U.S. business computers on the Internet is second only to
the number in educational institutions, and it is expected to exceed the number of
educational computers within a few years.

It's a Library

Well, in fact, it's several libraries — at least 500 of them — all over the world.
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Among the earliest and most avid users of the Internet were colleges and
universities. Many have their whole computer network tied into the Internet —
including the computerized card catalog for the university library.

These schools use the Internet to operate interlibrary loan programs. When a
student or professor requests a book that's not in the stacks, the library can locate the
book at a branch campus, another university, or even at a public library or private
research collection, and can have it sent from there. Of course, the university pays for
that privilege by making its own collection available to all the other libraries it
borrows from.

All this interlibrary networking leaves many public, private, government, and
academic catalogs accessible to any Internet user. Curious readers can plumb the
collections of the great universities to find exactly the material they're looking for.
The choices include public and private libraries, and specialized libraries for
medicine, law, and other subject areas.

There are hundreds of libraries on the Internet, including many public libraries.
Here's a sampling:

The U.S. Library of Congress

The Environmental Protection Agency Library

The U.S. Food & Drug Administration Library

The Law Library at Columbia University

Yale University

Harvard University

University of Massachusetts

University of Minnesota

Dartmouth College

Cleveland Public Library System

Detroit Public Library System

New York Public Library System

Seattle Public Library System

Now, of course, whether or not an Internet user can actually borrow anything is
depends on library. Different libraries enforce different policies about who can
borrow and who can't. Some libraries do allow people to order a title right over the
Internet, to be delivered by mail. For those that don't, Internet users can usually go to
their own local university or public library and ask a librarian to make the request.
(Libraries are pretty friendly about loaning to other libraries; they stick together that
way.)

No matter how they finally get their hands on the book, the value of the
Internet is that it lets users find the book — almost no matter where it's stacked. To
help, there are bibliographic indexing services on the Internet that list where materials
on certain subjects can be found.

In the information age, there is, however, another kind of library. The text of
reports, papers, and even whole books can be (and usually is) stored in computer
files. There are literally millions of files of information out on the Internet that users
can locate and then copy — right over the Internet — from the distant computer to
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their own, where they can read the information on their computer screens or print it
on a printer.

Next to e-mail, this may be the most often used and most valuable resource on
the Internet. It allows researchers (or the merely curious) to acquire the latest and
most detailed information about every topic imaginable. In fact, much of the
information available this way may not be published in any book — the Internet
offers people access to information that's unavailable to them in any other way.

Did You Know. ..

As more and more computers today acquire multimedia capabilities — the
capability to show pictures and play video and sound clips from computer files —
more stuff has appeared on the Internet to serve those machines. Although most of
the computer files on the Internet contain just words (which users can read by
opening the files in their word processing programs), a growing group holds pictures,
video, and sound.

You can, in fact, find entire books in computer files on the Internet, in many
different places. Perhaps the best known source is Project Gutenberg, a volunteer
project to transfer important reference works and works of literature to computer files
and make them widely available. Already through Project Gutenberg, people can
copy from the Internet the following:

o Anything from Shakespeare
o Roget's Thesaurus

o Moby Dick

o The Book of Mormon

o The CIA World Fact Book

There are other electronic book providers on the Internet, such as the Online
Book Initiative (OBI).

Of course, the same Internet power that enables users to retrieve Paradise Lost
also enables them to copy beer recipes from the American Homebrewer's
Association's computer. To each his own.

It's a Software Shop

If computer files containing books can be copied across the Internet, so can
files containing anything else — including, of course, computer software.

Curious About the Word?

Software most commonly describes a computer program — a word processor,
a personal finance program, a game, and so on. Keep in mind, though, that there are
other types of software. Most importantly, there are software files that contain
images, video, music, or other types of information that can be viewed or played
through a computer program that knows how to work with them. This other type of
software 1s available on the Internet, just as programs are.
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Curious About the Word?

Software available through the Internet comes in three basic types.

Freeware software is absolutely free of charge and available to all.

Shareware is offered on a "try before you buy" plan. Users can copy the
software and try it out for free, but they are instructed to send a nominal fee (usually
$10 to $50) to the programmer if they intend to use the software regularly.

Commercial software is like the packaged software sold in stores (but without
the box) and is offered by the same commercial software companies. Commercial
software requires payment up front; typically, the user must supply a credit card
number before copying the software files.

There's software available on the Internet for almost any type of computer and
for almost any purpose — business programs, personal programs, games, and so on.
Among the most popular programs found on the Internet are tools that help people
use the Internet more easily or effectively. Often available as freeware, programs
such as Mosaic help people use the inconsistent, difficult-to-navigate Internet as if it
were a much smoother system.

It's a Newspaper

Just as the coffee-house-type resources on the Internet can keep users informed
about Michael Bolton, or Star Trek, they can also serve up hard news about specific
topics.

There are resources that keep Internet users abreast of the latest events in every
country from Afghanistan to Zaire. Sometimes, these services are the best (or only)
way to get current and complete information about a particular region. It's often told
that, during the Soviet coup attempt in 1991, a small electronic mail company in
Russia was about the only way to get news out of the region. Through e-mail, that
company served news through the Internet to the likes of CNN and the Associated
Press and, of course, to others on the Internet.

Internet users can tap into resources that supply up-to-date news and discussion
on every imaginable topic. In addition to the various country- and region-specific
resources, there are others that supply news about environmental events, sports,
global and U.S. politics, party politics (separate groups for Democrats, Republicans,
Libertarians, and the like), civil rights, the economy, and much more.

In addition to what the coffee-house resources offer, there are actual
newspapers, magazines, and newsletters that users can access through the Internet
and read through their computer screens. Some are scholarly or scientific journals,
but a growing number are general interest, consumer publications. Some were created
just for the Internet, but some are special electronic versions of publications that are
also available in print.

Finally, there are even general-purpose national and world news services on
the Internet. Among others, Cable News Network (CNN) publishes the text of the
stories it broadcasts as CNN Headline News. These are updated several times a day.
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Using these resources, Internet users can acquire more timely, more detailed
news about their areas of interest than they could ever find in the national broadcast
or print media. Perhaps more importantly, in many cases they can respond to the
news, add to it, or ask questions about it. It's that kind of power that's getting people
hooked on the Internet.

It's a Living Thing

To appreciate where the Internet is going, you have to understand where it's
been. The Internet that exists today began in 1969 as an experiment of an agency of
the U.S. Department of Defense. The agency hooked various defense department
computers, defense contractors, and universities doing defense research into a
classified network that accomplished two things. First, it enabled users to share
expensive computing resources, which saved money, and second, it gave the defense
department a network upon which to test various methods for keeping military
networks operational in times of war.

Throughout the 1970s and early 1980s, that network grew, and portions of it
were declassified. During the same period, other, separate networks were established
to hook together university researchers and scientists.

In 1986, the National Science Foundation established its network, NFSnet, to
allow researchers across the country to share access to a few expensive
supercomputers (the fastest and most powerful type of computer for scientific
applications). Quickly thereafter, the various, separate research networks began
hooking to NFSnet, and therefore, in effect, to each other. In 1990, the original
defense department network was retired, its work having been taken over by NFSnet.
Eventually, the resulting internetwork got hooked into the various internetworks
abroad, and Voila! The global Internet we know today had congealed from a lot of
separate parts.

So, although you may hear much praise for the value and potential of the
Internet, you must remember that the whole thing is an unplanned, disorganized,
rattletrap contraption — an information-age afterthought, a mutant, a casserole made
from leftovers. It has no real purpose or mission, except perhaps the somewhat fuzzy
goal of enabling communication. It's really more a patchwork of links between lots of
separate networks and organizations that — despite their participation in the Internet
— still have their own way of doing things and don't feel particularly pressured to
conform what anybody else on the Internet is doing. "Wanna use our computer?" they
say. "Fine, go ahead. Just do it our way."

As the Internet has grown like crazy, that hasn't changed. As of this writing,
estimates say that the Internet picks up 1,000 new users a day, and it is nearly
doubling the number of users every year. Nobody really knows for sure; in fact,
nobody even knows exactly how many people are on the Internet. Recent guesses say
about 20 million and counting.

The Internet is a living thing, growing its own way, at its own pace, perhaps
according to a divine design, but not according to any earthly plan. Anything that big,
involving that many people, and behaving that unpredictably is very threatening to
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some folks. In the coming years, you'll hear increasing concern over the global
economic, political, and cultural implications of the Internet.

So Now You Know. ..

The Internet is a network, or more accurately, an inter- network, a vast
collection of different types of computers all over the world that can share messages
and information with one another.

Each computer on the network is controlled by its owner, and large parts of the
network are overseen by the U.S. government or its agencies. The Internet as a
whole, however, is under the direct authority of no one — which makes the Internet
open and free, but also complex and inconsistent.

Using the Internet, people are able to perform a range of activities for work,
pleasure or even simple curiosity. These include:

e Posting and reading public messages to exchange news and information

about certain topics or areas of interest.

e Sending messages to, and receiving messages from, other Internet users

through electronic mail (e-mail).

e Conducting research by reading or copying information stored on other

computers.

e Receiving news updates about specific events or topics.

¢ Finding books and other resources stored in libraries all over the world.

e Reading newspapers, newsletters, and magazines.

e Copying computer software.

You also know that the Internet can be used for academic or government
research, personal pleasure, or business — and that the latter two uses are newer and
evolving quickly. In fact, it is the business and personal aspects that will have the
major role in shaping the Internet into the 21st century.

Who Uses the Internet, and for What?

Read this chapter to satisfy your curiosity about who's out there on the Internet
and what those folks accomplish on it. The answers include:

« Scientists use it to solve.

o Educators use it to educate.

« Professionals use it to consult.

« Businesses use it to compete.

« Governments use it to disseminate.

o Activists use it to activate.

For each of these groups, this chapter offers a description of how the Internet
serves them and which Internet resources each typically uses.

First, though, take note: these groups overlap. There are scientists and
professionals in business, activists who are scientists, government workers who study
business, and so on. That's OK because few resources on the Internet are restricted to
one type of user (though indeed, some are). Just because a resource is especially
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useful to ornithologists doesn't necessarily mean it can't be used by birdwatchers,
bird-seed companies or, for that matter, birds — as long as they can get an Internet
account. Just keep in mind who the primary users of certain resources are while also
remembering that most resources can be applied in many different ways.

That brings up the other, fluffier answer to the question this chapter asks:
Everybody uses the Internet for everything. Unfortunately, that provides little
structure to hang a book chapter on. But it's really the way people need to begin
thinking about the Internet.

So one final group needs to be added to the list of who uses the Internet and
what for. Near the end of the chapter, you'll discover that:

« Miscellaneous folks use the Internet for miscellaneous reasons.

It's a squishy category, but as you'll see, there's much about the Internet that
defies pigeonholes.

Scientists Use It to Solve

As the original Internet surfers, scientists may benefit more from the Internet
than anyone else. The great (as well as the mediocre) scientists of this world usually
hole up in universities and other institutional think-tanks, nearly all of which have
Internet connections.

If there's one thing scientists hate, it's duplication of effort. In embarking upon
a scientific investigation, they try to start out with what others have already learned
from previous studies and experiments. Then they move forward from that work,
building on it and adding to the body of scientific knowledge about a subject.

Historically, scientists have published findings in journals for exactly that
reason — so other scientists could build on that work instead of reinventing the
wheel. But information in journals can be hard to locate and incomplete (it's often
summarized to fit), and it falls out of date quickly. The Internet provides an
intermediate solution to that problem by giving scientists a way to publish journals
right on the Internet. Because they don't have to be printed and mailed, the journals
can be kept more current than printed journals. Beyond the electronic journals,
scientists can get even more complete and up-to-date information by simply
accessing one another's work directly. What, the querying scientist may ask, have the
folks at MIT learned about nuclear fusion in the time since they last published their
findings?

The Internet offers scientists a way to gain access to each other's work,
including the latest research results and papers about them. (Obviously, scientists
keep some stuff secret, in which case it's stored in the computer in a way that keeps it
off-limits to the general Internet public.) And they can also exchange e-mail
messages to ask and answer questions and get up-to-the-minute information.

Really Curious?

Internet users most often exchange information though e-mail messages or
public postings. But when necessary, users can have an actual "live" interactive
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discussion through the Internet. Through a facility called Talk, two users can
establish a connection with one another so each can see everything the other types, as
it's being typed. Talk splits the screen in half so that each user's typing appears on
only one side. Both can type merrily away — discussing, arguing, and even
interrupting each other. Scientists no doubt use the Talk facility for heated
discussions on weighty issues, as do many others.

Using the Internet, scientists can do their work better and more efficiently by
picking the brains of the best minds in their fields and by avoiding duplication of
work somebody else already did (unless, of course, they want to duplicate the work to
prove their colleagues wrong!).

Specifically, scientists use the Internet to

o Query and collaborate with their colleagues all over the world (through e-mail
or posted messages) on matters of scientific importance. For example, geneticists
from various institutions are collaborating on a project to map all of the 100,000 or
more human genes. Each institution is taking a part of the job, but they're all sharing
information and consolidating their findings through the Internet.

« Run special scientific programs that are not available on their own computers.
For example, the National Center for Atmospheric Research (NCAR) offers a service
that allows Internet users (sometimes for a fee) to use the sophisticated atmospheric
modeling programs on NCAR's computers for their own research.

o Tap libraries and databases at other universities, research institutions, or
government agencies to consult stored files of scientific papers, studies, reports, and
abstract data from experiments and studies.

Curious About the Word?

Data is simply another word for information.

A database 1s a store of information from which one can extract specific pieces
of information. A phone book is a database; it's a big pile of information that's set up
so that your brain (a pretty good computer) can locate and extract specific pieces of
information: telephone numbers.

Computerized databases such as those on the Internet enable researchers to use
their computers to locate and extract specific pieces of information quickly, or to
locate entire computer files of information that can be copied across the Internet into
the researcher's computer for local use.

There are Internet resources available for every conceivable scientific
discipline.

Educators Use It to Educate

Teachers have a huge variety of potential information sources on the Internet.
Among those specific to education is the Federal Information Exchange, which
details federal programs for education, scholarships, and more. Teachers also use a
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service run by the U.S. Department of Education to keep them informed about
department projects. Another Internet resource called Learning Link, run in part by
the Public Broadcasting System, supplies information and activities to support grade
K-12 teachers, such as conferences with other teachers around the country. A
resource called ASkERIC supplies information about teaching methods and
technologies. Teachers tap ASkERIC to consult the vast body of educational literature
compiled by the Educational Resources Information Center (ERIC).

Teachers also benefit from Internet resources designed to actually teach their
students. Provided their schools are equipped with computers and Internet
connections, teachers can get their students involved in fun, educational projects such
as

. Academy One, which involves students in interactive science projects,
such as space shuttle simulations.

. KidLink, which supplies interaction and projects between U.S. students
ages 10-15 and other students from around the world, to nurture the students' global
awareness.

. The JASON Project, an Internet version of an ongoing initiative to get
kids more involved in science.

University professors, of course, also make use of the vast array of Internet
services covering subjects of academic and cultural interest: social issues, linguistics,
politics and culture in other countries, music, art — the works. They also use it to
communicate with colleagues and to publish (and co-publish) scholarly articles.
When all else fails, there are even Internet resources that help professors locate new
jobs.

Professionals Use It to Consult

It's impossible to list here the Internet services available to help various
professionals do their jobs better. Perhaps it's enough to say I can't think of a
profession for which there are no services on the Internet. And I can think of many
for which there are rich service choices.

Professionals who use the Internet have the ability to stay up to date about
developments in their fields, and to network with their colleagues the world over via
e-mail and posted messages.

The Internet offers resources for many more professionals — musicians,
writers, genealogists, and more. For each of these, and for each of the above
professionals, there are resources that cover information and issues related to the field
and offer professionals an open exchange of ideas with their colleagues.

Businesspeople Use It to Compete

The use of the Internet for business is a subject of some controversy (see
Chapter 4), but no one can deny that the Internet is a useful business tool today, and
will only grow in importance over the next several years. In a time when businesses
increasingly
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. Do business internationally and globally.

. Require rapid communication.

. Require up-to-the-minute information.

. Form inter-company collaborations for certain projects.

. Seek new markets, new groups of potential customers, wherever they
may be.

The traditional rules about what business can and can't do on the Internet are
still evolving at this writing. Businesses can do four things on the Internet without
getting into any trouble:

1 Look stuff up. They're as welcome as anybody else to look at the public
information on the Internet.

2 Make their own information available to others. If a company wants to
set up its own service that Internet users can access to get information about the
company's products, that's fine. (What's important is that the Internet users must
deliberately go to the company's service; the company may not reach out and fish for
customers.)

3 Use e-mail for inter-company and intra-company communications. This
capability is becoming especially popular among telecommuters, workers who do
their jobs on computer at home and communicate with the office by computer, phone,
and fax.

4 Post brief, non-intrusive public announcements in subject-specific
Internet resources whose users may have a specific interest in the company or its
products.

Companies are not supposed to send out unsolicited advertisements via e-mail.
Actually, because the Internet isn't controlled by any organization, there's nothing to
stop companies from breaching etiquette and advertising through e-mail, other than
the wrath of Internet users who have been known to punish advertisers by burying
them in e-mail or overloading their fax machines.

Nevertheless, the use of the Internet for advertising is growing dramatically
(see Chapter 1). The Internet is also becoming a popular place to sell products and
services. Companies set up "electronic malls" or "storefronts," Internet resources in
which users can read product descriptions and place orders. Because these uses of the
Internet are evolving quickly and are still somewhat experimental, many businesses
will wait for the technology and other aspects of Internet business to mature before
taking the plunge.

In the meantime, there's plenty of business to be done right now.

Business Research: Business thrives on all kinds of general information.
Demographic and statistical information is essential for planning sales and marketing
strategies. There are resources that supply listings of (and access to) major business
libraries and to pending business-related legislation. And of course, any of the
general-purpose information on the Internet may be of use to some businesses. In
particular, marketers may gain insight into potential customer bases by scouting out
the message activity in Internet resources covering certain topics.

Financial research: The type of information big business likes best is
information about big business, and there's plenty. The Internet offers several ways to
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get current stock quotes and stock histories, Securities & Exchange Commission
filings, mutual fund performance data, U.S. Department of Commerce reports, and
financial/business newsletters.

Legal Research: As mentioned earlier in this chapter, the Internet offers a range
of resources of special interest to lawyers, including several law libraries and
databases of laws and court decisions. These are as available to corporate lawyers as
to any other type.

E-mail: Most large companies have their own, private e-mail networks for
intercom any communication. But businesses today form lots of partnerships — big
and small, temporary and permanent. Cooperative development deals, subcontracting
and outsourcing — when a company contracts another company to provide some
basic operational service, such as secretarial work or data processing — are on the
rise, and they demand rapid, efficient intra-company communications, which the
Internet provides.

Governments Use It to Disseminate

As you may already have noticed, there's a ton of government information on
the Internet. The government is in the business of creating unspeakable mounds of
information, most of which it is required to make available to citizens. The
government will continue to print material for those who want it, but it hopes to
reduce the amount of printing by encouraging people to acquire government
information through the Internet.

Internet users have access to the complete text of the federal budget, to
thousands (yes, thousands) of reports and updates about goings-on at NASA, to
complete reports from the National Science Foundation, to publications from the
Social Security Administration and the Federal Communications Commission, to the
rules enforced by the Occupational Safety & Health Administration.

So Now You Know...

People in science, various other professions, commercial enterprise, and
exploit the resources on the Internet to stay informed, do research, make
announcements, and exchange messages with colleagues, partners, and opponents.
You also know that the U.S. government uses the Internet as an electronic publishing
house, making staggering amounts of detailed government data available to the
politically curious.

Perhaps most importantly, you know that the Internet is too big, open, and
varied to be boiled down into any reasonable set of categories. Professional interests
overlap, and a growing number of Internet services have no clear professional
purpose — other than to satisfy the curiosity of Internet users who, while thus
engaged, also seem to have no professional purpose. Even those who have Internet
access for professional reasons have been known to fool around on it when nobody's
looking.
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Like a town square, the Internet has evolved into a public meeting place.
Business and politics happen there, and they reign the square in. But in the square
itself, people interact as they please, and enjoy discussing subjects of infinite number
and variety.

How Does the Internet Make the World a Better Place?

Read this chapter to satisfy your curiosity about good things the Internet
fosters. The answers include these:

. It supports scientific discovery.

. It exposes the truth.

. It gives away free stuff.

. It creates new business opportunities.
. It accommodates the disabled.

. It brings people and nations together.

. It plays Cupid.

. It makes people laugh.

. It turns people on.

As someone who's curious about the Internet, you're going to notice a lot of
discussion about it in the media and perhaps among your friends and acquaintances.
Two extremes will frame the discussions you encounter:

1 The Internet is the best thing since sliced bread.
2 The Internet is Big Brother waiting to happen, a sinister conspiracy that
destroys our privacy, steals our freedoms, and reduces us all to electronic ink.

As with most debates, the truth lies somewhere in-between. To help you
develop your own perspective on the debate, this chapter and the next present a sort
of point-counterpoint. Here, you'll get a wholly partisan look at what's good about the
Internet. In Chapter 4, you'll get a tough dose of unalloyed Internet paranoia. My
hope is that by examining the two extremes separately, you'll equip yourself to find
your own middle ground on this complex — and ongoing — controversy.

Now, I have to point out that this chapter is only about half as long as Chapter
4, which would tend to create the impression that I think the "cons" of the Internet
outweigh the "pros." Well, I'm not telling what I think — I don't want to influence
your judgment. But I will explain that Chapter 4 is longer because it is the only
chapter that really covers the potential downside of the Internet. The chapter you're
reading, on the other hand, has help. By showing you all the wonderful things people
can do on the Internet, Chapters 1, 2, 5, 6, 7, and 8 are all pro-Internet, in effect.

With that in mind, here we go. I will now put on my "I © the Internet" hat, and
take inspiration from the Internet's biggest booster, the Vice President.

It Supports Scientific Discovery

As discussed in Chapter 2, the Internet helps scientists and researchers do their
jobs more effectively by giving them access to exhaustive, up-to-date information
compiled by other scientists and researchers.
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The Internet also gives scientists access to equipment that they do not have at
their own institutions. For example, an observatory in New Mexico has a telescope
that scientists in other countries can actually aim and look through (by looking at
computer graphics sent to their computers) by way of the Internet.

Also made possible by the Internet are parallel, or collaborative, research
projects. Teams of scientists located all over the country or over the world can work
individually on portions of a larger research project, using the Internet to share and
consolidate their findings.

Major projects that would exceed the resources (staff, equipment, and
computing power) of the largest institutions in the world can be undertaken this way,
with each participating institution performing the part that it is best equipped to
handle.

A good example of parallel research is the Humane Genome Project. Funded in
part by the Federal Government and involving the world's best genetics labs, the
project is a massive 15-year plan to identify all 100,000 or more human genes,
possibly unlocking the secrets to preventing many birth defects and genetically
influenced diseases, such as cancer.

Fifteen years is a long time, but scientists have commented that such a project
conducted by a single research lab could take a century. That's another 85 years of
preventable human suffering.

Other cooperative initiatives that use the Internet are the initiatives for curing
AIDS and other infectious diseases, developing alternative fuels, predicting
earthquakes and volcanic eruptions, and saving species from extinction — and all
that's just the beginning.

It Exposes the Truth

There's a stubborn freedom-of-information tenet to Internet culture. Many
Internet users believe (correctly, if you ask me and Thomas Jefferson) that secrets are
anathema to freedom and democracy. These folks sometimes make themselves into
investigative reporters who keep an eye out for important, unreported information
and then spill the truth out onto the Internet. In particular, they're opposed to gag
orders that prevent the media from reporting about certain stories. When the print and
broadcast media's hands are tied, the Internet community kicks into high gear.

A good example involved the trials of Karla Homolka and her husband Paul
Bernardo in Ontario, as reported in The Nation. In her trial, Homolka pled guilty to
two gruesome murders, and while she was at it, she said Bernardo — who was
scheduled to be tried later — made her do it. To prevent potential jurors for
Bernardo's trial from learning too much about the case, the Canadian court forbade
the media from reporting the details of Homolka's trial.

Offended that their government would dare to censor coverage of a public
court proceeding, Internet users in Toronto created an Internet resource to which they
posted daily updates about the trial, which were read the world over.

The Canadian Government went to great lengths to stop the Internet users. The
police left threatening messages on the bulletin board (the mounted police, no less;
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presumably they use the Internet from saddle-mounted PCs), and the resource had to
be renamed after all the Canadian universities switched off local access to it under
pressure from the government. (The universities couldn't prevent Internet access to it,
though, because to do so, they would have had to sever the university from the
Internet entirely.) Ultimately, the Internet users were able to continue funneling
information while successfully eluding the Canadian police.

It Gives Away Free Stuff

Using the Internet is free, but not really. Be that as it may, there's stuff users
can get from the Internet that they don't have to pay for. So although the Internet isn't
really free, the stuff really is. It Creates New Business Opportunities. Business use of
the Internet is controversial. Still, there's no doubt people are making money on,
through, and around the Internet.

For example, a company called the Internet Shopping Network makes its
database of information about the computers and software it sells available on the
Internet. Customers can get their answers without costing the Shopping Network a
printed catalog or live sales associate. Customers can also place orders through the
Internet. The company uses the savings to underprice its competitors. There will be a
steady growth in the number of such services, and they'll be joined by new ventures
such as electronic banking, magazine subscriptions and classified advertising.
Visionary entrepreneurs will use the resources and community of the Internet to open
new markets, design new products, and stimulate the economy.

An emerging new business model, called the Virtual Corporation (VC), may
depend heavily on the Internet. In the VC, the large company staffed with permanent
workers is replaced by a small team of executives who manage an ever-changing
field of freelancers who are hired and let go as needed. The VC can respond more
rapidly to changing business needs than can a traditional corporation, and it can
operate more efficiently by only paying workers when there's a specific project for
which they're required. Advocates say the VC will make businesses more
competitive, and will also bring about a huge upswing in self-employment, which
many people find more satisfying than traditional employment. The Internet will help
make the VC possible by making it easy for managers to find, hire, and communicate
with the best freelancers, wherever they may be located.

It Accommodates the Disabled

People with certain disabilities can find traditional written communication
difficult. For example, the blind can't read written paper mail, and those with motor
impairments sometimes have trouble with letters and envelopes.

There are dozens of products that enable the disabled to use computers: Braille
keyboards and finger-readers for the blind, and mouth sticks and other gadgets for the
motor-impaired. For both the blind and the motor-impaired, there are voice-response
systems that enable the computer to respond to voice commands and also enable it to
speak words that appear on the computer screen. These tools empower disabled
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people to do anything that can be done with a computer. (Of course, typewritten
communication by computer has obvious benefits for the deaf and hearing impaired
— with no special accessories required.)

It Plays Cupid

Let's see, ways to meet potential life-mates, bars, adult education classes, and
singles retreats, community theatre. Telephone party lines. The Internet.

Yes, people meet and fall in love on the Internet, though I've heard it's rare.
They can meet anywhere on the Internet, but a few resources are specifically set aside
for posting "personals" to help people find one another. I suppose it's a pretty big step
when the relationship moves past the personals and to the e-mail stage.

It Makes People Laugh

Did you hear the one about the Internet user who took a job on a fishing boat
because he liked the net work? ("Net work!" Get it?)

Plenty of jokes can be had on the Internet. As in any conversation, Internet
messages are often punctuated with jokes. Because the messages are written rather
than spoken, however, the users have time to try to be clever and to polish their
material before sending it out. This results in more bad jokes than good.

Several newsgroups are dedicated to humor. Internet users can visit these when
they need a quick shot of silliness, but unfortunately, these newsgroups are not
reliable sources of humor for most people's tastes. For reasons I do not know, the
majority of jokes in these resources are of the Beavis & Butthead level. By that 1
don't mean the sly, satirical humor sometimes served up by the Beavis & Butthead
show. I mean the kind of jokes Beavis and Butthead themselves would snicker at —
adolescent, tasteless, crude, sick, dumb. Worse yet, many are also sexist or racist.
Efforts have been made to clean up these resources by putting them under the
supervision of a moderator, but they've not improved much.

Did You Know...

When injecting humor into their correspondence and other Internet message
writing, Internet users are not unaware that written jokes lack the benefits of
inflection and timing that often make spoken jokes funny. Over time, they've adopted
an elaborate code of little typed symbols, called smileys, to expand the expressive
range of written communication. Among the symbols used in the smiley language are
those shown in the following list. To see the little faces of the smileys, you have to
tilt your head to the left. (See Table 2)

Table 2 - Smileys

ﬂ -)l A basic smile, denoting happiness or sarcasm H
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Iponomxenue Tabauusl 2 (Table 2)

ul z |
ﬂ ) Also a smile “
[ ][ wink ﬂ
ﬂ :-D|| Laughing ﬂ
ﬂ -+l Grin “
[ -P][ Pibbbt! ﬂ
ﬂ -( || Sad face ﬂ
ﬂ 8-)lI Wide-eyed ﬂ
ﬂ B-)|| Wearing glasses “
ﬂ :-X|| Close mouthed ﬂ

The first five smileys are often typed adjacent to jokes, just so the reader can
tell they're jokes even if they fail to be funny.

So Now You Know...

The world is made better in part by the Internet and the people who use it.
There are the big reasons, such as the free exchange of news and information and the
support of science, and the little reasons, like laughs and love.

In any case, 20 million people can't be wrong. There's a lure to the depth of
resources available on the Internet. And once people get hooked on knowing, they
don't give up easily. [20]

8 Section VIII World Wide Web - Beyond the Basics

8.1 TextI “World Wide Web”[21]
8.1.1 Read and translate the text. Discuss the text with your groupmates

People work together on specific tasks and activities in their day-to-day lives.
Whether we're toiling at work, going to school, or shopping at the mall, each of us
come into contact with numerous people on a daily basis. In our interactions with
others, we often collaborate to achieve a joint goal or to serve a common purpose. For
each of us, our acquisition and evolution of collaborative skills play a crucial part in
our social being and development.

Computer systems are intended to support and enhance the activities and tasks
that people perform. Unfortunately, most computer systems have been developed
with the view that the user performs activities and tasks in isolation. Realistically,
people perform many activities and tasks in collaboration with others. The design of
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computer systems should reflect, support, and enhance the natural ways that people
collaborate to accomplish work.

In designing and developing collaborative systems, we must consider how
people communicate and work together to accomplish objectives. How does
computer technology enhance or degrade people's abilities to collaborate? What are
the social and organizational impacts? Collaboration is an important aspect of work
activity and it should be studied, supported, and incorporated into the enabling
technologies that computer science provides.

Because of its ability to connect users from around the world, the WWW
provides a logical infrastructure from which collaborative work and activities may be
spawned. We should take advantage of the WWW's immense reach, connectivity, and
popularity to introduce computer-mediated collaborative technology and to facilitate
collaborative work among the masses.

To talk coherently about collaboration on the WWW, we first need to define a
few terms:

. Collaboration - the act of participants working as a group to strive
towards a common purpose or to achieve a common goal. Implicit in group
interaction is multi-way communications and mutual awareness among collaborating
group members.

. Computer-Supported Cooperative Work (CSCW) - "the sharing of
software and hardware among groups working together so as to optimize the shared
technology for maximum benefit to all those who use or are affected by it (Preece,
1994)."

. Groupware - "software designed to be used by more than one person
(Preece, 1994)."

In a sense, any interaction over the WWW is a form of collaboration. In the
general case where a WWW user locates and views a Web page, the collaboration is
one where a WWW developer publishes Web pages for general consumption and a
WWW user collects and assimilates the information for his/her personal benefit. This
typical interaction, however, represents a very weak level of collaboration. The
WWW publisher and reader do not directly communicate. They are not necessarily
cognizant of each other nor do they necessarily share a common purpose or goal.

Our view of collaboration is one where multiple WWW users share common
objectives and collectively work to accomplish those objectives. Participants of a
collaboration are aware of each other and they directly communicate. Relationships
among the participants are clearly elucidated. Each participant has a defined role that
carries particular duties, tasks, and expectations.

In this chapter, we examine how users collaborate over the WWW. First, we
examine the various kinds of computer-mediated communications mechanisms,
shared artifact mechanisms, and collaboration frameworks that are required to
support collaborative interaction. Next, we survey the WWW to identify various
forms of collaboration in which WWW users participate. We seek to identify the
kinds of collaborative activities and work that users perform over a computer
network. Finally, we present and examine some of the underlying social and
organizational issues associated with computer-supported collaboration.
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Lectures and Presentations

In today's classroom, the most common teaching style is didactic teaching. The
goal of didactic teaching is to transfer knowledge from the teacher to the student. The
teacher acts as the keeper and disseminator of knowledge while the student acts as the
assimilator of knowledge. Under this traditional form of pedagogy, the teacher
typically gives lectures to relay and reinforce concepts and facts. The student learns
by listening and absorbing information.

Although the role of the student appears somewhat passive in didactic teaching,
communications does flow in both directions between the teacher and student. For
example, the teacher may call on students to give answers to questions. Alternatively,
students may seek clarification from the teacher by asking questions of their own. A
number of Web-based applications have been developed to support this kind of
lecture style approach. Examples of such Web-based applications include:

. KMi Stadium supports a collaborative lecture-based forum where
teachers and experts give presentations. Students may ask questions by sending e-
mail which is received by the speaker during the course of the presentation. During
the presentation, students see a synchronized slide show and listen to real-time audio
of the speaker. KMi Stadium attempts to mimic the mood and environment of a
particular setting by augmenting the audio with sounds of clapping, laughing,
shouting, and whispering. The simulated setting may either be a classroom, an
auditorium, or a stadium. (Eisenstadt, 1995)

. Virtual Summer School allows college students to remotely attend
various cognitive psychology courses. The student selects a building and room from a
graphical campus map. When attending class, the student may listen to a lecture from
the professor and ask questions over a synchronous audio or video teleconferencing
link. (Eisenstadt, 1994)

. Diversity University represents another virtual college campus in which
college students attend various classes. Unlike Virtual Summer School, Diversity
University is self-contained within a MOO. Consequently, communications among
students and teachers are strictly text-based via IRC. (Diversity University, 1996)

The Future of Collaboration on the WWW

The collaborative technology described in this chapter reflects various levels of
integration with the WWW. CMC mechanisms such as IRC, bulletin boards, and e-
mail have been well-integrated into WWW browsers.

These mechanisms have been incorporated into many WWW groupware
applications available today. Other CMC mechanisms such as synchronous audio and
video teleconferencing are much less common on the WWW. As for collaboration
frameworks, newsgroups and discussion groups, graphical virtual worlds, and review
and annotation systems have experienced moderate to high levels of integration with
the WWW while MUDs and MOOs have experienced minor levels of integration.

In the near future, we should see increased development and application of
collaborative technologies over the WWW. Asynchronous audio capabilities are

160



rapidly becoming available on the WWW today through CMC applications such as
CoolTalk (Netscape, 1996b) and Conference (Netscape, 1996a). Video conferencing
applications such as LiveMedia (Netscape, 1996d) are in the midst of development.
Fully-integrated Web-based MUDs and MOQOs are being explored in research
projects such as Xerox's Jupiter project (Frahmann, 1995).

As collaborative technology evolves over the WWW, we must shift our focus
on the technology from its development to its use. We must consider how to best
utilize collaborative technology to allow remote users to effectively work together.
We must evaluate how computer-supported collaborative environments deviate from
natural environments.

Can we improve the level of collaboration over natural forms? Does
collaborative technology inherently impose constraints that necessarily impede
collaboration? How do users perceive collaborative technology? Do they find it
natural or artificial? These are the types of questions that become important to answer
as collaborative technology establishes a foothold on the WWW.

From a social standpoint, we expect that the user's perspective of the WWW
will change. No longer will the WWW be viewed just as the super-highway to
massive amounts of information, but also as a gateway to real people with
interconnected needs and goals. The WWW will evolve from a massive information
database to a dynamic, living organism that encompasses the knowledge and
capabilities of its users. The human element of the WWW will increasingly be
emphasized. Collaborative applications should not be developed for and installed on
the WWW merely for the purpose of advancing technology. Such applications have
human consequences. As responsible scientists and technologists, we must come to
understand the social and organizational impact of this technology, for it will forever
change the way that people work, interact, and communicate. [21]

9 Section IX Vocabulary

A

abundant OOMJIbHBIN, U300MITYIOIIIHIA

access JOCTYTI

accomplishment JIOCTUKEHUE

advantage M0JIh3a

afford MTO3BOJIUTH CeOe

anticipate 0KUIATh

assemble CO3BIBATh

average CpeJIHSs BEJIMUMHA

acceptable Use Policies [Tpunsteie [IpaBuna Ilonap3oBanus

acquire npuoOpecTH

ARCHIE crenuanbHas ciayxk6a WuaTtepHer s
noucka ¢ainos Ha FTP-cepepax

awareness OCBEIOMJIEHHOCTh, KOMIIETEHTHOCTh
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accompanying CONYTCTBYIOUIUHN
across - the board BCE, BCE MOJAPST
advanced 1 a) BELABUHYTHIN BHEpe]], HAXOASAIIMICS
BIIEpeN; TIepe1oBoil the
0) ( 0 BO3pacTe ) MPEKJIOHHBIH, MOKUION
2 a) COBpEMEHHBIH, MEPEI0BOI
0) Pa3BUTHII; OTJIaKEHHBIN,
oTpabOTaHHBIN
3 a) NpoOABUHYTHIN; MOBBIIEHHOIO THIA
0) ycneBatomuii (00 y4eHHKE)
4  TNOBBIIIEHHBIA, YBEJIMYEHHBIA (O
KOJINYECTBE)
advocate 1 a) 3amUTHUK; CTOPOHHUK (TOYKH
3peHusi, MeroAa, olpaza >XKu3HH) O)
a/JIBOKAT, 3al[UTHUK
2 [v] 3amumarb, TNOAJAEPKUBATh,
poInaraHaupoBaTh (B3MJISAbI U T. 11.)
agent 1 nesiTenb, TMIHOCTH
2 areHTypa
3aeiicTByromas cuia; (pakTop; BEIIECTBO
API T Application Programming Interface | 1untepdeiic IIPUKJIATHOTO

nporpaMMupoBanus (Habop (yHKUUH,
IPEIOCTABISIEMBIN ISl HCIIOJIb30BAHMS B
MPUKJIAAHBIX IPOrpaMmMax)
2nporpaMMHbIA UHTEpPENC TPUIIOKEHUS
(Habop  (yHKUMIA, NPETOCTABISIECMBIi
HEKOTOPOU mporpaMMoin )

API I Application Platform Interface

uHrepdeiic MIPUKJIATHBIX 0a30BbBIX
CUCTEM, cnerupuKanms API
(Acconumanuu o WHTEPAKTUBHBIM

MYJIbTUMEIUNHBIM CUCTEMAM )

apparently 1 o4ueBUIHO, HECOMHEHHO
2 BEpOATHO, BHIUMO, TO-BUIUMOMY,
PENOJI0KUTEITHHO

applied PaKTUYECKUN, TPUKIATHON

approach 1 a) npubnuxKeHue; HaCTyIUICHHE
2 moaxoHd, MOAbE3/, MOACTYI; MOJCTYIIbI,
noAX0/bl (K MO3ULIUAM MPOTUBHUKA)
3  npubmmkenuwe, coOmmxkenue (10
KAaueCTBY, XapaKTepy U T. I1.)
4 monmxonm (K peUmIeHUI0 TPOOJIEMBI,
3a7a4M U T. I1.)

architecture 1 apxuTekTypa, 3014€CTBO

2 apXWUTEKTYpPHBIHA CTHJIb
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3 mocTtpoeHue (mpouecc, MNPUHIIMII,
CTPYKTypa OPTaHU3AIUH YeT0-JI100)

associated 1 CBSI3aHHBIN; CLICTIJICHHBIN;
00BbEeTMHECHHBIN, COCIMHEHHBIN
2 JNEUCTBYIOIINI COBMECTHO;
B3aMMOJICMCTBY O

B

backbone OCHOBA, CYTh

back up system cucTemMa ayOIrpOBaHHUs

bottom HYOKHUN

break down TIOJTHBIM YTIaJIOK CHJI

bulk 00BeM

boil down CBOJIUTHCS K YEMY-JIH00

bulletin board JIOCKa OOBSIBIIEHUH

bundled software

crapaptHoe I1O (nmocraBisieMoe BMeCTe
C KOMIIBIOTEPOM)

backward compatibility

oOpaTHasi COBMECTUMOCTb:

a) TapaHTus TOro, YTO CYIIECTBYIOIIHE
npwiokeHus: OyayT padoTaTh B HOBOM
OKPYKEHUU

0) rapaHTUsS TOTO, YTO HOBas BEPCHS
OPWIOKEHUST  CMOXET  paboTaTh €
¢daiinaMu, CO3IaHHBIMU  MOPEAbIIYIICH
BEpCHEN MPOAYKTA

bar mojioca JKelle3a WM JepeBa; 3acoB,
3aJIBUKKA; CTOMKa, MPUIABOK; Kabak,
aJIBOKaTypa

behavioral [MOBEIECHYECKUI

bookkeeping Oyxrantepusi, OyXraaTepcKui yder

bust (burst) JIOTIHYTh, B30PBAaTh, B3JIOMATh

C

cancellation OTMEHa

cancer pak

cause PUYHMHA

cell sTyeKa

cell-phone COTOBBIN TenedoH

commerce TOPTOBJIS

commission KOMHCCHOHHAs ITPoJIaXka

conclude 3aKJII04aTh

conduct v BECTH
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consume v pacxo/10BaTh

controller MHCIIEKTOP

cure CpEICTBO

cut down COKpAIllaTh

canned software CTaHJapTHOE MPOrpaMMHOE 0OecTieueHre

CIX (Commercial Internet eXchange) bupxu KOMMEPUYECKOTo
HNudopmanmonsoro ooMeHa

classify CEKPETHBI

commercial software KOMMEpPYECKOe IPOrpaMMHOE
o0ecrieyeHue

cyberspace KHOEPIPOCTPAaHCTBO

capitalize KaluTaJIu3upoBaTh,  MpeBpamarh B
KamuTan

coin BBIMBIIIUISITh, CO3JaBaTh (HOBBIE CIIOBA),
YEeKaHUTh, CO31aBaTh, U300peTaTh

collaboration 1 coTpyaHMYECTBO; y4acTue, COBMECTHAS
pabota (0co0. B JuTeparype, UCKYCCTBE,
HayKe)
2 mpeAaTtenbCKOe COTPYIHHUYECTBO C
Bparom, KoyuraboparroHu3M

collaborative o011Hii, 00beIMHEHHBIH, COBMECTHBIN

controls -1 CpeACTBa yIpaBJiICHUS

view controls II JIUPEKTUBBI

converge 1 cxonuthbes (0 IMHUSAX, AOpOrax M T. I1.);
CBOJAMTBCS B  OAHY TOYKy (on);
BCTPEUYAThCS
2 cobuparbcsi BMeECTe, OOBEAMHSATHCS
(0OImMMHU MHTEpECAMH )
3 ctpemuThes (K pezaeny)
4 KOHBEPrupoBaTh

cooperation B3aMMOJICHCTBHE, CBSI3b

corrupt VCIIOPYCHHBIN, THUJIOW, Pa3BPALLCHHBIN,
UCIIOPYEHHBII omrOKamH,
HEJIOCTOBEPHBI; MOPTUTH, Pa3BpaLIATh
(cs1), HICKaXKEeHHE

D

delay 3aMeJIEHIE

demand TpeboBaHMe

discrete pa3aeNbHbIiI

dial in Ha0Op HOMepa

dial-in access

HaOOpHBIN 10CTYyN

dial-in connection

MCTO/, KOTOpBIﬁ IMO3BOJISICT KOMIIBXOTCPY
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0e3 HEIMOCPEICTBEHHOIO pPsIMOTO
HNOJKIIOUEHUSI  MOJIYYUTh JOCTYH K
HNurepner

definition

1 a) onpenenenue, GOpPMyIUPOBAHKE
(mporecc)

0) nepununus, GopMyIupoBKa

2 OTYETINBOCTD, pa300pUMBOCTE;
SICHOCTh, TIOHSITHOCTD

3 pe3KOCTh, YETKOCTh

descriptor

1 meckpurnrop; onucaresb; ONMCAHUE
2 macnopT; UACHTUPUKATOP
3 npu3Hak (B accounatuBHOM 3VY)

design

pa3paboTaHHbIN (TTpeaHA3HAYCHHBII)

designed

| mpenHa3HaYEHHBIN, TPOEKTHBIN

2 npucnocoOIeHHBIH

3 CIUIAHUPOBAHHBIM,  HAMEPECHHBIN,
IIPEIYMBILITICHHBIN

detection

- BBIABIICHHE, OOHApYXEHHE, OTKPBITHE;
perucTpanus; paccieJOBaHue

devastate

HCTOLIATh, OITYyCTOIIATh, PA30PATH

dictate

1 a) BemeHue, mnpeanucaHue (MOJBbl,
MOpaJIM U T.I1.); BEJIEHUE, ToJIoC (pa3yma,
cepala u T.1.)

0) Oe3aneuIALMOHHOE PEIIEHUE, CTPOTUi
npuKa3;, AUKTaT (TK. HaBA3BIBAEMBIX
YCJIOBUH U T.II.)

2 a) HAYUTHIBATh, JUKTOBATh (TEKCT U T.
1.)

0) TUKTOBATh, HABSI3bIBAThH (YCIOBUSA U T.
1.; t0)

E

effectiveness

1 apdexTuBHOCTH
2 BCTYIUIEHUE B CUILY

endpoint

KOHCYHAsA TOYKaA

evident

SIBHBIM, OUEBUIHBIN; SCHBINA, HArJISIHBIM,
HECOMHEHHBIN; HETIPUKPBITHIN,
OTKPOBEHHBIN, OTKPBITHII (t0)

evolve

pa3BepTHIBATh, Pa3BUBATH

execution

1 BoeIonHEHUE (paboT, O00sS3aHHOCTEM,
byHKUMN u T.IL.); CBEpLIEHUE,
JIOCTIDKCHHUE, UCITOIb30BAHHE

2 WCIIOJIHCHHUE MY3BIKQJIBHOTO
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NPOU3BENICHUS; MAacCTepCTBO, TEXHHKA
TaKOT'O UCIIOTHCHUS

3 a) BbINOJHEHUE (POPMATBHOCTEN;
odopmiieHHE (JIOKYMEHTOB)

0) mpuBelIeHHE B UCIIOIHEHUE (pelIeHUs
cyla ¥ T. M., O JCHUCTBUAX WU
00S13aHHOCTSAX CYJIeOHOTO MCIIOJIHUTEIS);
apect UMYILEeCTBa Cy1eOHBIM
UCIIOJIHUTETIEM

B) Ka3Hb, YHHUYTOXXCHHE, pa3pylICHUE,
pa3opeHue, ONnyCTOIIEeHNE

4 mpou3BeIeHNE BICYATICHUS

exploit 1 nesHue, MOABUT
2 a) T1MOJb30BaThCS, HCIOIb30BATh,
AKCILTyaTUPOBATh
0) wurpatb (Ha YbUX-TMOO YYBCTBAX,
c1a00CTH | T.J.), TTOJIb30BaThCs (UEeM-JI. B
CBOMX MHTEpECcax)
B) paspabarbiBaTh  (IIaXThl, KOIIH,
MECTOPOXKJACHHUS U T.]1.)

explosive 1 a) B3pBIBUATHIN; pa3pPbIBHON, B3PHIBHOM
(o cHapsmax, 6oempunacax, BEIECTBAX U
T.J.)
2 a) Hecllep>KaHHbIN, TOPSIYUiA, B3pPIBHON
(0 xapakTepe yeIoBeKa)
0) B3pbIBHOH (O COTIaCHOM)
3 B3pBIBHOM COTJIACHBIN

extendable PaCTSHKUMBIH, 371aCTUYHbBIN

employee CITY>Kallliid, pabOoTaIONIUN 110 HAUMY

exaggerate MpCyBECINYNBATH

except WCKJIFOYATh

expense TpaTa, pacxojl

exposure BBICTaBJICHUE, pa300aueHuE;

F

fitter cOOpIIHNK

fix yCTaHaBJIMBaTh, HA3HAYATh

frequent YaCThIN

fuel TOILJIMBO

FIE (Federal Information Exchange)

denepanbHas Madpopmarmonnas bupika
(baiiI0B MEX]y XOCT - KOMIbIOTEpaMU

Freeware software

CBOOOJIHBIC  IIPOTPAaMMHBIE  CpEJICTBA
(mporpamMMbl  6€3  MCXOJIHOTO  KOJa,
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KOTOpbIE MO>KHO CBOOOJHO
pacupoCTPaHsITh)

FTP (File Transfer Protocol)

POTOKOJ nepenayn ¢aiinos
(ucnonp3yeMbii B Internet mpoTokoa
nepeaum)

facilitate

o0JieryaTh; COJICHCTBOBATD;
CrIocoOCTBOBATH; MIOMOTAaTh, MPOJABUTAThH

feature

1 0coOeHHOCTD, XapaKTepHas 4epTa;
2 neTanb, MpU3HaK, CBOMCTBO;
3 cBOMCTBA, 0OCOOEHHOCTH, OOIIUH BHI

fellow

TOBApHILl, MpUATENIb, coOpaT; YJieH
KOJUIEKA; CTUIICHAUAT; 3eMJISK

firewall

Opanamaysp (ammapaTHO-IPOrpaMMHBbIE
CpeICTBa MEKCETEBOM 3aIUTHI)

flexible

1 THOKMIA; THYLLIUICS; MSTKHUM,
3JIACTUYHBIM;

2 a) IIOJATJIVBBIM, JIETKO
MIPUCITOCA0TMBACMBIN; THOKUIA;

0) MOKJIaUCThIN; CrOBOPYHMBBIH,
YCTYMUUBBIN;  JIETKO  MOJJIAOIIHICS
BIIMSTHHIO

foster

1 BocmuThIBaTh, O00y4YaTh, pPAacTHUTh,
MPOSBISIT  POJAUTENBCKYIO 3a00Ty ( O
KOM-JI. )

2 3aTauTh, NUTATh ( KaKoe-J. YyBCTBO);
nenesTh (Haaexmy)

3 TIOOIPSTH, o0y X1aTh,
CTUMYJIHPOBaTh; 0J00PSThH

freak

npu4ayaa, Karnpus;

grasp

XBaTKa, BJIACTb

Gopher

pacnpenenéHHas  3ampPOCHO-TIOMCKOBAs
cuctema, oOecrmeuuBaroniasi JOCTyN K
HUepapXuIeCKUM nH()OPMAITMOHHBIM
XpaHwium@amM B cetu HuTepHeTr uepe3
roepoBCKUil  cepBep  MOCPEICTBOM
IPOCTOTO MPOTOKOJIA

generation

[IOKOJIEHHUE:
a) BCE TMPEACTAaBUTEIU OJHOU U3
CTYIICHEH CEMEWHOTO TEeHEATOTHYECKOTrO

JpeBa
0) ogHa U3 CTaAMi Pa3BUTHS KAaKUX-THOO
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(aBTOMATUYECKUX) CUCTEM

granular

- TPaHyJISIPHBIN, 36pPHUCTHIN

granularity

1 rnybuna [cTenens| aeTanu3aiuu

2  KpymHOCTh  pazOuenuss  (Hamp.,
IPOrpaMMbl Ha MOAYJIH)

3 ypOBEeHb MOJYJIbHOCTH (CHUCTEMBI)

grid

PCUICTKA, CCTKA

growth

1 pa3zButme, poct (in)

2 IpUpOCT, yBEINYECHUE

3 BBIpallMBaHWE, KYyJIbTUBHPOBAHMUE;
KyJIbTypa

4 moa, IpOYKT; ypoxKau

H

handle

YIIPaBJISITh, PETYJIUPOBATH

harm

yuiepo

header

1 3aronoBok; pyOpuka; "manka" - header
file

2 TOJIOBHAsi METKA

3 (BepXHHMI1) KOJIOHTUTYJI

4 MOHTaXHAas (MHOTOKOHTaKTHasI)
KOJIOJIKa

5 KOHTAaKTHUPYIOIEE MPUCIOCOOICHNUE;
rpynmnoBo  mpoOHWMK  (Hamp., IS
MOAKJIFOUEHHS JIOTUYECKOTO aHaIU3aTopa
K MC, ycTaHOBJIEHHOW HA ILJIaTy)

helpless

1 a) OecrnoMomHBIM (HE HMEIOIIUI
BO3MOKHOCTH JICCTBOBATb,
pearupoBarthb)

0) He MOTyIIUI yaepKaTbes (OT 4Yero-ii.)
2 a) 0e33alUTHBIN; 0€30pYKHBIN

0) Hy>KIaroIIHics

3 HEBBITOJIHBIN, HEPEHTAOCIbHBIN

hide

I 1 a) koxa, mikypa 0) Koxka (4eIoBeKa)

2 a) cBexxeBaTh (TyIly); CAUPATh LIKYPY
0) OTJIynIUTh, CIIyCTUTb LUIKYPY

IT 1. a) ykpbiTHE; TallHUK, YOSXKHILE

2 a) TallHUK, TalHbBIM ckian (Hamp.,
opyxwusi) ©0) TallHbIl 3amac, 4YTO-I.
NPUIPSITAHHOE

3 hid; hidden npsrate (cs1); CKpbIBaTh
(cs1) (behind; from)
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[T xain, Hamen 3emiu; Mepa 3€MEJIbHOM
womaau (= 100 akpam)

hit

yAapsTh, Homnaaarb B LENb, MONACTh B
TOYKY

hold

IPOBOJANTD, ICPKATh

hook

1 KprOK, KprOuoK

2 npuMaHka, 3anajaHs (To, Ha YTO MOKHO
"moimMars" B TOPSMOM U TEPEHOCHOM
CMBICJIE)

3 a) KpUBOH HOX; cepn

0) caoBbIe HOXKHUIIBL, CEKATOP

4 6arop

5, mwmII, uria

6 pyku; nanblel; "rpadiaun"

7 KpyTO#l U3rub; U3TyUYUHA PEKU

8 BOD, KYJIMK; YTOJIOBHBIN MPECTYITHUK

include

BKJIKOYAThb

inperson

00€e3IMYEHHBIN

Information superhighway

BBICOKOKJIACCHAsl MAarucTpaib Iepeaadu
nHpopmaru

Interlibrary loan program nporpaMmma MEKOUOTNOTECUHBIX
a0OHEMEHTOB

ironed out CIJIAJINTH

idle JICHUBBIM, OCCIICUHbINH; Mpa3IHbINI,
OecCIIeNbHBII

implement 1 a) uHcTpymeHT, npubop; oOpyaue,
CpEeICTBO
0) NMpUHAIC)KHOCTH, YTBAPh; UHBEHTAPh
2 a) BBINOJHATh, OCYIIECTBIISTS;
oOecrieynuBaTh BBITIOJIHEHHUE, MPUBOIUTH
B HCIIOJTHCHHE
0) CHa0XaThb, obecrnieunBaTh
WHCTPYMEHTaMHU

incident 1 a) CIIy4au, CIIy4alHOCTb;
MIPOUCIIIECTBUE, COOBITUE, ITTU30/T
0) WHIIUJICHT, HENPUSATHOE

MPOUCIIECTBUE; CTOJIKHOBEHUE;

2 513071 (B I03MeE, Mhece)

3 00s3aHHOCTM  WJIM  TPUBUIIETHH,
CBsI3aHHBbIE C NpeObIBaHUEM B KaKOH-II.
JOJKHOCTH
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4 a) CBOWCTBEHHBIH, NPUCYILIUH,
XapakTepHbIH (t0)
0) majarouuii (upon - Ha)

increasingly

Bce Oomplre © Oonblne, B OOJBIICH
CTCIICHH, B OOJIBINICH Mepe

in-depth

BCECTOPOHHUH, BCEOXBATHIBAIOIIUH,
rITyOOKHIA, TINATEIbHBIN

infect

3apaxaTh (TK. IepeH.; with)

Initiative

1 a) uHMUMAaTUBA, IEPBBI 1IAr, TIOYUH

0) IPEeANPUUMYUBOCTD,
WHUIIMATUBHOCTb, CIIOCOOHOCTh K
CaMOCTOSITEJIbHBIM aKTHUBHBIM JIEUCTBUSM
B) 3aKOHOJIaTeJIbHAsi MHUIIUATUBA; MPaBO
3aKOHOJATEIbHOM WHUIIMATUBBI (IIPaBO
BHOCHUTH MIPOEKTHI 3aKOHOB B
3aKOHOJATEJIbHBIN oprax c
00s3aTEIBHOCTBIO ISl TOCJIEIHErO
O0OCYNTh MX U IPUHSTH PEIICHUE)

2 a) HavyaJbHBIM; BBOJIHBIN,
MpEIBAPUTEIbHBIN, HUCXOJIHBIN,
MOJIOKUBIINI Hauasio 0) MHUIIMATUBHBIH,
MPEANPUNMYUBBIN, CIIOCOOHBIIA K
CaMOCTOSITEIbHBIM JEHCTBUSIM

inline

MIPUMEHSIETCS JJISI 4acTO MCIOJIb3YEMBIX
GyHKUMA C LETbl0 ONTUMHU3ALMH, T.K.
PU KOMIWISILIMK BBI30B TaKOW (PYHKIIMU
3aMEHSETCS €€ KOJIOM)

intruder

1 a) HaBSI3YMBBINA, HA30HIUBBIA UYETIOBEK
0) HEe3BaHBIN rOCTh

2 4YeJloBEK, HE3aKOHHO MPUCBAUBAIOIINI
yy>KO€ BJAJCHHE WIM 4YyXKUE IIpaBa;
caMO3BaHel

intrusion

1 BTOpKEHME, HaCUJIbCTBEHHOE
IIPOHUKHOBEHUE

2 BHEJIPEHUE, UHTPY3HUs

3 TO, 4YTO BTOPraercsi WHOPOIHBIN
AJIEMEHT; Intrusiveness - HaBA3UUBOCTb
(arpeccuBHOE, BBI3BIBAIOLIEE IOBEJICHUE,
XapaKTepU3yIoIIeecs CTpPEMJICHHEM
BMEILINBATHCS B qyKUe nena,
BbICKa3blBaThb ~ CBOM  MbICIM  0€3
OpUTJalleHuss W T. I.; B MapKETHUHIE
TEPMHH OOBIYHO OTHOCHUTCS K PEKJIaMHON
JeSATENbHOCTH,  JOCTUTLIEH  TaKoro
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YPOBHS, HAa KOTOPOM OHa BBI3BIBACT
pasapakeHue y MOoKynaTejaed 1 HaUYMHaeT
OTPHUIIATEJILHO BJIUSTH HA MPOJAXKH)

keep up

TIOJIJIEP’KMUBATh

L

listserv

MOYTOBBIM  peecTp (B DIJICKTPOHHOMN
1oYTe)

loan

3aCM

lack

1 a) HemocTaTok, HYK/a;

0) oTcyTcTBHE (Y€ro-i.)

2 a) HyXJ1a, CTECHEHHBIE OOCTOSITEIIbCTBA
0) roion

3 a) UCIIBITHIBATh HEJIOCTATOK,
HYXJaThCs; HE UMeTh (for)

0) HE XBaTaTh, HEJIOCTABATH

largely

1 B 3HAYUTEIBHOM CTENEHH; IOYTH
COBEPIIICHHO

2  BecbMa, 3HAUYWUTENIBHO,  CHJIBHO,
YpE3BbIYANHO

3 MHOT0, OOUJIBHO, TIEAPO

4 OBIIIHO, TOMIIE3HO; BEJIMYECTBEHHO

logging

1 3aroToBKka W TPAHCIOPTHUPOBKA JIeCa;
KOJIMYECTBO CPYOJICHHOTO Jieca
2 CHsITHE, 3aITUCh MOKa3aHuii (¢ mpubdopa)

linking

1 cBA3BIBaHUE
2 clleTJICHHE; 3allCIVICHIE
3 penakTUpOBaHUE CBS3EH

4 cBaspiBanue (B OLE - wMeron
CBSI3bIBAHUS JOKYMEHTa-KOHTEWHEpa U
JIOKYMEHTa-cepBepa, npu KOTOPOM

JTaHHBIE CEepBepa COXPAHSIOTCS B CBOEM
¢aiine, a B (pailyie KOHTEHHEpa XpaHUTCS
JMIIb CChIIKA HA HUX, cp. embedding)

layered driver

YpPOBHEBBI  JpaiiBep  (m0bOoi U3
JpaiiBEpOB, pearupyomux Ha OJUH U TOT
YK€ MaKeT 3anpoca NpepbIBaHus)

leverage

1 a) neiicTBue pplyara; CCTeMa PhIYaroB
0) cuma, ycuwiaue  (JOCTUTaembie
Onarofapsi IPUHIIMITY pblyara
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B) CPEIICTBO ISl JOCTHXKEHHMS LIEJIN

I') UCIOJb30BAHUE KPEINUTA JUISl KAKUX-JI.
(MHAHCOBBIX CIIEIOK

2 a) ycwiMBaTh, UCIOJIb30BaTh phlUaru
(ns ycuneHus)

0) HCHOJB30BaTh KPEIUT IS KaKHUX-JI.
(MHAHCOBBIX CIEIIOK

legitimate [ 1 a) 3aKOHHOPOKIEHHBI!, POK/ICHHBIN B
Opake;
0) 3aKOHHBIN, JICTATBHBIN; JISTUTUMHBIH;
2 pa3yMHbI, NMPaBUJIbHBINA, JIOTUYHBI;
IIPUEMIIEMBII; TOITYCTUMBIH;
2 WCTUHHBIHN, HACTOSIIUM,
HEIMOACIbHBIN;
IT [v] a) y3akoHUBaTH;
0) nmpu3HABaTh 3aKOHHBIM;
B) ONpaB/bIBaTh, HAXOJUTh OINpPaBIAHUE,
MOATBEPKAATh.

M

Mall naccax  (COBOKYNHOCTb  JIOKYMEHTOB

WWW, XapaKkTepU3yromas
KOMMEpYECKUE MPOrpaMMHBIE MPOITYKThI
U YCIIyTH, peoCTaBisieMble
KOHKPETHBIM  TOCTaBILIMKOM  YCIYT
NutepHer)

MUD I (multi-user dialog)

MHOTOII0JIb30BaTEIbCKUI Auajor

MUD II (Multi-User Dungeon)

MHOTOITI0JIB30BaTENbCKasl ceTeBast urpa (c
BO3MOXHOCTBKO  PEJNAKTUPOBAHUS U
pacIIupeHus)

Moderator MojepaTop, KoopauHatop (B rpymme
WHCIIEKTUPOBAHUS IPOTrpamMM)

manual PYYHOMU

microscopy MHKPOCKOMIUS

mogul YEJIOBEK, 3AaHUMAIOIIAN BBICOKHH TTOCT

monetize MyCKaTh B 0OpaIlieHHe

manageable 1 a) mommaromMiACs YMPaBIECHUIO, JIETKO
yIpaBIsieMbId
0) NOAAAIOLTUHCS JIPECCUPOBKE;
MOCIYIIHbIA, CMHUPHBINA;, TOAATIIUBbIN,
MOKJIAAUCTHIN
2 BBITIOJIHUMBIH, OCYIIIECTBUMBIN

mantra MOJIMTBA, 3akiuHaHue (y Oy IUCTOB,
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WH]TyCOB)

military 1 a) BoeHHBI
0) BOMHCKHI, apMelcKuil 3) BOEHHOTO
oOpasia
2 a) BOOpPYXCHHBIC CHUJIBI, BOWCKAa,
BOCHHAs cuja
0) (the military) BOCHHBIC,
BOCHHOCITYXalllie; BOCHILINHA
B) (6€3 apTuKIIs) connaTHs; connadoHbl
N

NCAR (National Center for Atmospheric
Research)

HauuoHanbHbli  llenTp MccnenoBanuu
ATtmochepsl

Netiquette

CETeBOM HATHUKET (MpaBHJia XOPOIIETO
TOHA JUIsl oJib3oBatensi HTepHeT)

NREN (National Research and Education
Network)

I'ocynapcTBeHHas Hay4uno-
uccinenoBatenbckas u OOpazoBarenbHas
CeTtb

NSF (National Science Foundation)

Hannonaneueii Hayunsiii @oHna

Nuclear fusion

HI[GpHBIfI CHUHTC3, CIIUAHHNC ACP

Nurture BOCITUTaHUE, OOyYCHHE

O

obstacle nmoMexa

option 4acTh

outsourcing IPUBJICUCHUE BHEIIHUX PECYPCOB JUIS

penieHusi COOCTBEHHBIX MPOOIeM

object machine

(BBIUMCIIUTENIbHAS ) MallrHa JUIst
BBIIIOJIHEHUS TPOTrpaMM Ha BBIXOJHOM
A3BIKE (TpancnsTopa); LeJseBas
(BBIUMCIIUTENIbHAS ) MalllHa (mmst
KOTOPOM IIpeAHA3HAYAETCS
OTTPAHCIMPOBAaHHAS nporpamma);

00BbeKTHasl (BBIYMCINUTENbHAS) MAlIMHA

outbound

| yxopsuuii B najibHEE TJIABaHUE WIIH 34
rpanuily (o KopaOsie); BbUICTAIOIINN
MEXIYHapOJHBIM peiicoM (0 camolieTe)

2 OTHPABJISIEMBIN 3a rpaHuLy,
AKCIIOPTHBIN

outbreak

1 a) mpsam u BHIOPOC, W3BEPIKECHUE,
MPOPBIB; B3PBIB, BCIIBIIIKA; BHE3AIMHOE
MOSIBJICHUE, HAYAJIO
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0) BoccTanue; OyHT, BO3MYIIIEHNE,

B) BBIOpOC, BBIXOJ  IUIacTa  Ha
MOBEPXHOCTh

2 a) BCIIBIXWBATh, pa3paxkaThcs (0 Tpo3e,
OTHE U T. 11.); pa3/laBaThCs; BBIPHIBATHCS
0) pacuBeTaTh, PACIyCKaThCs

P

payoff

KOMIICHCa

penetration

IMPOHNKHOBCHUC

plenary

MOJTHBIN

predict

IMPCACKAa3bIBATh

probability

BEPOSITHOCTh

proliferate

pPacIpOCTPAHSITHCA

pace

1Iar, TeMII

plumb

IIPOCMOTPETh

precise

TOYHBIU, OIIPECICHHBIN

perfect

1 a) coBeplIieHHBIH, O€3yNPEUYHBIN;
0e3yKopu3HEHHBIHN (0€3 n3bsiHa)

0) wuaeanbHBIA, WCTUHHBIN, HACTOSIIHMA
(COOTBETCTBYIOIIUMI HEKOEMY
abCOJIIOTHOMY CTaHJIAPTY, ATAIOHY

B) TOYHBIM, MPaBUIbHBINA (OTBEYAOIIUI
BCEM TPEeOOBAHUSIM)

2 a) ONBITHBIA, UCKYCHBIM, T€HUATHHBIN
(B xakoi-1160 chepe)

0) aOCOJIIOTHBIN, COBEPILIEHHBIN

4 TOYHBIN; a0COJIFOTHBIH, ITOJTHBIHN

peer |

1 a) paBHBIN, pOBHS

0) COBpPEMEHHHK; WJIE€H TPYyMIbl JIOACH
OJTHOTO W TOTO K€ BO3pacTa, OIHOTO
10J1a, OJHOIO [[BETA KOXHU U T.JI.;

2 a) nopn, m3p

0) 4enoBeK, NPUHAIEKAIIUNA K BBICIINM
CJIOSIM O0IIeCTBA

3 a) genatb paBHbIM

0) cunTaTh paBHBIM

B) OTHOCHTBCA K  ONpPEICICHHOM
KaTeropuu

r) OBITh paBHBIM

4 nenath M3poM

permissions

ITOJIHOMOYMA, IIpaBa

persistent

| HaCTOMYMBBIH, YIIOPHBII
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2 CTOWKHH; YCTOMYUBBIN; OCTOSHHBIN

pervasive

| mpoHMKaMmMM, paCIPOCTPAHSIIOIIUNCS
MOBCIOTY

2 BceoOBemmromuii, TIyOOKHMUA (O
BJIMSTHUH U T.11.)

plausible

1 OnaroBHJIHBIN, BHEIIHE YECTHBIA WIIU
PaB0MOJ00HbBIT (o YeJ0BEKeE,
IIOCTYIIKE, [IOBEJICHNUH U T. II. )

2 TIOXOXKUH Ha TIpaBy, IPaBIONO 00HbIN
(0O KakoMm-J. BBICKa3bIBAaHUM H T. IL.);
BHyLIAIOUIMI J0Bepue (O BHEIIHOCTH
KOro-j. M T. II.); BIIOJIHE YOE€IUTEIbHbIN
(06 uadopmanyu u T. 1.)

possibly

BO3MOXHO

presence

| mpucyTcTBUE; HaIUYUE;

2 IPUCYTCTBUE, COCEZCTBO,
HEMOCPEJICTBEHHAsI OJIM30CTh; OOIIECTBO
( KaKoro-Ji. Iuua);

3 ocaHka, BHEIIHUI BU] (IPOU3BOSIIIHE
OJIaronpuATHOE BIICYATICHHE )

4 HEYTO TAMHCTBEHHOE, MMCTHYECKOE,
HETMOHATHAs CUja

5 npucyrtctBue ( BOGHHOE WM KaKOW-II.
OpraHU3allMy HA YyKOU TEPPUTOPUH)

proponent

| 1110, BEIABUTAIOIIEE NPEAJIOKEHUE

2 nuuo, NPEACTABISAIONIEE 3aBEIIAHUE Ha
YTBEPXKICHUE

3. CTOpOHa, MpEeCTaABISAIONIAs
JI0Ka3aTeIbCTBa

proposal

1. a) mpeyoxenue; miaH

0) mpeuIoKEHUE O BCTYIUIGHHH B Opak,
MpEUIOKEHUE PYKH U CEPILIa

2. 3asBKa (Ha TOprax)

purely

1 uucro, 6€3 nmpumeceit

2 UCKJIIOYHMTEIHHO, COBEPIIEHHO, TOJIBKO
3 6e30roBOPOYHO

4 0e3yIpedHo, 0€3yKOpPHU3HEHHO;
[EJIOMYJIDEHHO, HEBHHHO; TPaBUIBHO,
BEpPHO

purposely

HapO4YHO, CIICHHAJIBbHO, IIPCIHAMCPCHHO,
YMBIIIIJICHHO

R
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rack up U3HYPATD

raw CBIPbE

reassuarance yBEpEHHE

replicate KOIMPOBATh

reproduce BOCITPOU3BOJINTH

retail PO3HHUYHAS IPOJAXKa

revenue r0JIOBOU TOXOJT

revert BO3BpAIAThCA

recipe penent

restrict OI'paHUBaTh

rebooting nepe3arpyska KOMIbIOTepa

redundancy 1 u3nuIIeK (4acTo B CMBICIIE COKPAIICHHUS
IITaTOB U YBOJIHLHEHUS)
2  u30BITOYHOCTh (TYHKTOB (HOPMYJIBI
U300peTeHMS)
3 OTCyTCTBHE OTHOUICHUS K JIeNy,
HUPPETIEBAHTHOCTh

rationale 1 pa3zymHOE OOBSICHEHHE; JIOTUYECKOE
000CHOBaHUE
2 OCHOBHAas MPUYHHA

REF 1 ccbuika
2 OTMIOPHBIN [3TaOHHBIN| YPOBEHD
3 ONOpPHBIN CUTHA
4 Touka oTcuéra

refer oOpamaThCst

relatively 1 OTHOCHUTENBHO, CPABHUTEIILHO
2 OTHOCHUTEIHHO; B OTHOIIEHUH, IO
OTHOIICHUIO K, YTO KacaeTcCs
3 copa3MepHO; COOTBETCTBEHHO; (TIPSMO)
MPONOPIIMOHATIEHO

rely I monaraTbcs, HAAEATHCS; IOBEPATH, OBITH
YBEPEHHBIM (B U€M-II. - ON, UpOn)
2. 3aBHCETH (OT Yero-J. - on, upon)

remote 1. a) oTHaneHHsIN pailon
0) BHecTyauiHas nepejaya, pernoprax C
MecTa (COOBITHIT), MPSMON pPENnopTax;
BHECTYyAMNHAsA BUACOCHEMKA
2. a) pacHoJIO)KEHHBbIA Ha PACCTOSHUU
JPYT OT Japyra
0) manbHUM, ADAJICKWUW, OTIHAJICHHBIA (OT
KaKOro-JI. MEeCTa, MpeIMeTa, 4eJIOBEKa)

require 1 mpuka3siBaTh, TpeOOBATH

2 Hyxkngatecsi (B ueM-J.); TpeOOBaTh
(uero-i.)
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returned

1 BO3BPaTHBIM; BO3BpaLIEHHBIN;
BEPHYBILHICS;
2 u30paHHbI{, NPOLIEAINI HAa BEIOOpaX

rewrite

| mucath B OTBET, OTBEYATH MUCHbMEHHO
2 nepenucath ( 0co0. B ipyrou popme)
3 mepenenarp, nepepadboTtaTh Subsystems

router

lycTpoMCTBO 111 COCAMHEHMSI CETEH,
HCTIOJIB3YIOIIUX pa3Hble apXUTEKTyphbl U
MIPOTOKOJIBL; OCYIIECTBJISIET  BBIOOP
OJIHOTO M3 HECKOJIbKUX MyTed mnepenadut
ceTeBoro Tpaduka, a Takke QUIbTPALHIO
MIUPOKOBEIIATEIBHBIX COOOIEHUN st
JIOKQJbHOM CETH;

2 mporpaMma TPacCHUPOBKH; aJTOPUTM
TPACCUPOBKH, TPACCUPOBIIIHK.

S

saleschannel

KaHAJ IPOJaXK

shotgun

BBIHYKJICHHBIN

spam

KOHCEPBUPOBAHHBINM KOJIOACHBIN (papin

surpass

IMPCBOCXOOUTD

survey

HN3ydaTb

shareware

MIPOTPaMMBbI, JIJI MCIIOJIB30BAaHUS KOTIHH
KOTOPBIX TpedyeTcs OILIATUTH
JHUIEH3UI0,  4TO, OJIHAKO,  PEJKO
coOJIroTaeTes

smooth

TJIAJKAM, POBHBIN

stack

KHHUT'OXPaHWUJINIIC

stuff

MaTCpUAJIbI

scanncr

1 ckaHep; CKaHHpYIOIEE YCTPOMCTBO;
0JIOK CKAaHUPOBAHMSI

2 OIPaINBAIOIIECE YCTPOWCTBO;
YCTPOMCTBO OIpalIMBaHUs

3 yCTPOMCTBO ITOCTPOECHUS Pa3BEPTKU

4 neKcHYeCKuH OJIOK, OJIOK JTEKCHYCCKOTO
aHanuza; ckaHep (B TpaHCISATOpax),
sCore-MeTKa, CYeT; JejaTh OTMETKH,
CUUTATh

see the light

1 yBUIIETH CBET, POUTHCS

2 BBIWTH U3 TICYATH

3 oOpaTuThes ( B KaKyro-J1. BEpY | T. I1.) 4
MIOHSTh; YOSTUThCS

setup

| ycTaHOBKa; YCTPONCTBO; CXEMa; MAKET
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2 HaOOp 3a/IaHHBIX 3HAYEHU N

3 nHabop cxeMmbl (MyTeM KOMMYTAIHH
HY>KHBIX OJIOKOB)

4 cOopka; MOHTaXK; HaJlaJIKa; HACTPOMKa

shortsighted OJIM30pyKUH

sophistication M3BPaIIEHHOCTh

stealth virus BHUPYC-HEBUINMKA (MacKHpYIOIIHIA
IIPUCYTCTBUE CBOEH KOIIUU B

TeCTUpYyeMoM (haiisie)

sanitate

]l yaydmare CcaHUTapHOE COCTOSHHE,
0370POBJIIATH
2 000py10BaTh CaHy3es B TOMEIIEHUU

storage

1 a) coxpaHeHue, XxpaHeHUE

0) HaKOIJIEHUE; aKKyMYJUPOBaHHUE

2 MecTO IS XpaHeHUs BeuleH :

a) 6a3a, CKJIaJl, XpaHWINILIEC

0) K1a10BKa

3  KOIMYECTBO  XPaHUMBIX  BEHICH,
COJIEP)KMUMOE XPAHIIIUIIA

4 murata 3a XpaHEHHE B XOJIOAMIBHHUKE
WJIM Ha CKJTaJe

5 a) 3arIoMHHaHUE

0) 3alOMMHAIOIIEE YCTPOMCTBO, MaMSTh
(BBIYMCIIUTEIILHOW MAIIHBI)

subvert

CBEprarb, HHCIPOBEPrarh; HHU3BEPraTh,
HU3JIarath, pa3pymiaTh

suitable

FOAHBIA,  TMOAXONSAIIAM,  IPUTOHBIN,
IIPUMEHUMBIN, COOTBETCTBYIOLIUNI

survive

1 nepexuthb

2 a) BBIACPKATH, NMEPEKUTH, MMEPEHECTH
0) ocTaTbCid B IKUBBIX; MPOJOJIKATH
CYIIIECTBOBATH; VIIEICTh

switch

1 a) npyT, XJIBICT

2 TUN YCTPOWCTBA: a) BBIKIIIOYATED,
NEePeKII0YaTeNb, pyOUITBHUK;
KOMMYTaTOp

0) cTpenka

3 a) nepeKIIoYeHNe

0) moBOpoT, 000POT, U3MCHECHHUE (TEMBI
pasroBopa u T. 11.)

4 QanpimmBas Koca; IMUHBOH, HAKIIAKA

5 a) BuA MolleHHUYEeCTBa C "KyKJIOH"
npu 0OMEeHe JIeHeT

0) HayBaTEIBCTBO, OOMaH
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T

tear CpBHIBATh

threshold Hayajo

Tax-subsidized CcyOCHIMPOBAaHHOE HAJIOT000JI0KEHNE

Telnet CETEeBOM TEJIEAOCTYII (IpoTOKOa
BUPTYyaJIbHOIO TE€pMHUHala B Habope
NpOTOKOJIOB  MHTEepHET;  MO3BOJISIET
MOJIb30BATEIISIM OJIHOTO XocTa

MOJKITIOYaThCsl K JIPYTOMY YAaJCHHOMY
XOCTy W paboTaTh C HUM Kak 4Yepe3
OOBIYHBIN TEPMUHAT)

technique | TexHUKA, TEXHUYECKUE TIPUEMBI
2 METO/1; METOMKA, CIIOCO0
thread HUTKA, HWUTh, BHUHTOBAas  Hape3Ka;
POJIeBaTh HUTKY, HAHU3BIBATD,
npoOHpaThCsl CKBO3b
total 1 uenoe, cymma; utor
2 a) Bechb, 1IEMbIi; OOUMiA, COBOKYITHBIH,
CyMMAapHbIi
2) aOCOIOTHBIN, MOJHBIN, COBEPIIICHHBIN
3) BceoOwuid,
3. a) NOJABOJAUTH UTOT, MOJICYUTHIBATD
0) JIOXOIUTH 10, PaBHAThCA,
HACYHUTHIBATH (O CYyMMeE, YUCIIEC)
B) pa30MBaTh, pa3pyuiaTh, JOMATh.
trigger 1 a) cyckoBOI KprOYOK
0) 3amenka, cobauka
B) TPUITED; IIyCKOBAsI CXEMa
I') AICpHBIN 3aps]l
2 a) chyckaTh KypOK, NPHBOJWUTH B
JIEUCTBUE CIIyCKOBOM MEXAHU3M HWIIU
B3pbIBATEIb
0) MHUITMUPOBATD, JaTh HAYAJIO
typical | TUnUYHBIA (17151 KOTO-JI. - Of)
2 CUMBOJIMYECKHI
tag NeTIsl, YIIKO, CHa0XaTh, NPHUICIUIATS,
noaoupaTh pudmsl
U
unemployee 0e3pabOoTHBIM
usher MPOBOJIUTH
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unmanageable | HEeynpaBisieMbli, HEKOHTPOIUPYEMBIN;
TPYZIHO MOAJAIOIIHICS 00paboTKe

2 TpyIHbI (0 peOeHKe, O MOJOKEHUU U
T. 11.); HETTOKOPHBIN, HEMOAATIMBBIN

unprivileged 1 HenmpUBUJIETUPOBAHHBIN, HE MUMEIOIIHMA
IPEUMYILECTB

2 HE 3alIUIIEHHBIN TPUBUIIETUEN

3 He J103BOJICHHBIN 3aKOHOM

upgrade to MOBBIMATH (0 O0JIee BHICOKOTO YPOBHS)

usable HCTIOJIb3YEMBIN

v

venture PHCKOBATh

viable ’KM3HECTIOCOOHBII

virus scanner cpeacTBa 0OHapyKEHHS BUPYCOB

vulnerability ySI3BUMOCTD

W

Word-processing software NporpaMMHBIE  CpelcTBa  00pabOTKH
TEKCTOB

weaknesses 1 cnabocTh, CKIOHHOCTb, MPUCTPACTHE

(for - k yemy-i.)

2 a) cnaboe MecTo, HeI0CTaTOK;

0) dyHKUA, GYHKIIMOHATBHOCTD, OIIIUS,
(y mporpaMMHOTO MPOAYKTa, CUCTEMBI)
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