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JIaHHBIM TOPAKTUKYM II0 TEXHUYECKOMY IIEPEBONY C AHIVIMHCKOIO sI3bIKa
IpeAHa3HAYEH ISl CTYAEHTOB 2 - 3 KypCOB €CTECTBEHHOHAYYHBIX W HHKEHEPHO-
TEXHUYECKUX CHELHAIBHOCTEH. llenp mpakTUKyma - pa3sBUTHE I103HABATEIBHOU
CaMOCTOSITEILHOCTU CTYACHTOB B paMKax Kypca « T€XHUYECKUN IEPEBOL».

IIpakTKyM cocCcTOMT H3 BOCbMM pasnenoB. lleaps mnepBoro pasupena —
O3HAKOMJIEHME Ha OCHOBE TEKCTOB C OuorpadusMu HU3BECTHBIX YYEHBIX, Ubsi
NesATEeNbHOCTh ObLIa CBs3aHa ¢ WH(MOPMALMOHHBIMM TEXHOJOTUAMH. Bce TeKCThl -
ayTEHTUYHBIE.

Llenrs BTOpOro pasjiena — HAYYUTh CTYJEHTOB pabOTaTh C pa3IMYHBIMU BUAAMU
HAyYHBIX MyOJIMKAIMi Ha aHTJIUHUCKOM si3bike. Bce ympakHeHusi TaHHOTO paszjena
HOCAT KOMMYHUKATUBHBIN XapakTep.

Tpetuit u 4eTBEPTHIN pa3elibl MpeIHa3HAYEHBI JIJII CAMOCTOSITEILHON pabOThI
CTyAEeHTOB. llenbl0 NaHHBIX pa3liesioB SBJAETCS PAa3BUTHE Y CTYJIEHTOB HAaBBIKOB
YTEHHUs U NIepeBO/ia HAYYHO-TEXHUUYECKOM JuTeparyphl. IIpy yTeHMN OpUTrMHaIbHBIX
AHTJIMACKUX  TEKCTOB CTYIEHThl Y3HAIOT MOAPOOHEe O MyTAX PpPa3BUTHUSA
KOMIIBIOTEPHBIX TEXHOJIOTUM.

ITaTeIN ¥ IECTON pa3eiibl HOCAT ITI03HABATEIbHBINA XapaKTep U MOTYT CIIY)KUTh
VCTOYHHUKOM JUCKYCCHM Ha 3aHATHUAX B NPOABUHYTHIX IPYIINAax C OpUEHTALMEH Ha
CaMOCTOATENbHYIO BHEAYUTOPHYIO PabOTy MO KOHTPOJIEM IPEnogaBaTes.

B cenpbMoM M BOCBMOM pa3jeniax JaHbl IJI0CCapuil TEPMHHOB M BOKaOYyIsp,
KOTOpbIE€ TOMOT'YT CTYyA€HTaM IIpH TMEepeBOJE TEKCTOB IO HWH(OPMAIIMOHHBIM
TEXHOJIOTHUSIM.



1Section I Great people
1.1 Text I Biography of Bill Gates

1.1.1 Read the text, translate it and answer the questions: What is your
attitude to William H.Gates? Why do any people dislike him or even hate him?

William (Bill) H. Gates is chairman of Microsoft Corporation, the worldwide
leader in software, services and solutions that help people and businesses realize their
full potential. Microsoft had revenues of $51.12 billion for the fiscal year ending June
2007, and employs more than 78,000 people in 105 countries and regions.

On June 15, 2006, Microsoft announced that effective July 2008 Gates will
transition out of a day-to-day role in the company to spend more time on his global
health and education work at the Bill & Melinda Gates Foundation. After July 2008,
Gates will continue to serve as Microsoft’s chairman and an advisor on key
development projects. The two-year transition process is to ensure that there is a
smooth and orderly transfer of Gates’ daily responsibilities. Effective June 2006, Ray
Ozzie has assumed Gates’ previous title as chief software architect and is working
side by side with Gates on all technical architecture and product oversight
responsibilities at Microsoft. Craig Mundie has assumed the new title of chief
research and strategy officer at Microsoft and is working closely with Gates to
assume his responsibility for the company’s research and incubation efforts.

Born on October 28, 1955, Gates grew up in Seattle with his two sisters. Their
father, William H. Gates II, is a Seattle attorney. Their late mother, Mary Gates, was
a schoolteacher, University of Washington regent, and chairwoman of United Way
International.

Gates attended public elementary school and the private Lakeside School.
There, he discovered his interest in software and began programming computers at
age 13.

In 1973, Gates entered Harvard University as a freshman, where he lived down
the hall from Steve Ballmer, now Microsoft's chief executive officer. While at
Harvard, Gates developed a version of the programming language BASIC for the first
microcomputer - the MITS Altair.

In his junior year, Gates left Harvard to devote his energies to Microsoft, a
company he had begun in 1975 with his childhood friend Paul Allen. Guided by a
belief that the computer would be a valuable tool on every office desktop and in
every home, they began developing software for personal computers. Gates' foresight
and his vision for personal computing have been central to the success of Microsoft
and the software industry.

Under Gates' leadership, Microsoft's mission has been to continually advance
and improve software technology, and to make it easier, more cost-effective and
more enjoyable for people to use computers. The company is committed to a long-
term view, reflected in its investment of approximately $7.1 billion on research and
development in the 2007 fiscal year.



In 1999, Gates wrote Business @ the Speed of Thought, a book that shows
how computer technology can solve business problems in fundamentally new ways.
The book was published in 25 languages and is available in more than 60 countries.
Business @ the Speed of Thought has received wide critical acclaim, and was listed
on the best-seller lists of the New York Times, USA Today, the Wall Street Journal
and Amazon.com. Gates’ previous book, The Road Ahead, published in 1995, held
the No. 1 spot on the New York Times’ bestseller list for seven weeks.

Gates has donated the proceeds of both books to non-profit organizations that
support the use of technology in education and skills development.

In addition to his love of computers and software, Gates founded Corbis, which
1s developing one of the world's largest resources of visual information - a
comprehensive digital archive of art and photography from public and private
collections around the globe. He is also a member of the board of directors of
Berkshire Hathaway Inc., which invests in companies engaged in diverse business
activities.

Philanthropy is also important to Gates. He and his wife, Melinda, have
endowed a foundation with more than $28.8 billion (as of January 2005) to support
philanthropic initiatives in the areas of global health and learning, with the hope that
in the 21st century, advances in these critical areas will be available for all people.
The Bill and Melinda Gates Foundation has committed more than $3.6 billion to
organizations working in global health; more than $2 billion to improve learning
opportunities, including the Gates Library Initiative to bring computers, Internet
access and training to public libraries in low-income communities in the United
States and Canada; more than $477 million to community projects in the Pacific
Northwest; and more than $488 million to special projects and annual giving
campaigns.

Gates was married on Jan. 1, 1994, to Melinda French Gates. They have three
children. Gates is an avid reader, and enjoys playing golf and bridge.

If we are talking creativity and ideas, Bill Gates is an American unoriginal. He
18 Microsoft's chief and co-founder, he is the world's richest man, and his career
delivers this message: It can be wiser to follow than to lead. Let the innovators hit the
beaches and take the losses; if you hold back and follow, you can clean up in peace
and quiet.

Gates is the Bing Crosby of American technology, borrowing a tune here and a
tune there and turning them all into great buffo hits — by dint of heroic feats of
repackaging and sheer Herculean blandness. Granted he is (to put it delicately) an
unusually hard-driving and successful businessman, but the Bill Gates of our
imagination is absurdly overblown.

Yet we have also been unfair to him. Few living Americans have been so
resented, envied and vilified, but in certain ways his career is distinguished by
decency — and he hasn't got much credit for it. Technology confuses us, throws us
off the scent. Where Gates is concerned, we have barked up a lot of wrong trees.

A 1968 photo shows Bill as a rapt young teenager, watching his friend Paul
Allen type at a computer terminal. Allen became a co-founder of Microsoft. The child



Gates has neat hair and an eager, pleasant smile; every last detail says "pat me on the
head." He entered Harvard but dropped out to found Microsoft in 1975.

Microsoft's first product was a version of the programming language BASIC
for the Altair 8800, arguably the world's first personal computer. BASIC, invented by
John Kemeny and Thomas Kurtz in 1964, was someone else's idea. So was the Altair.
Gates merely plugged one into the other, cream-cheesed the waiting bagel and came
up with a giant hit.

By 1980, IBM had decided to build personal computers and needed a PC
operating system. (Computers are born naked; they need operating systems to be
presentable.) Mammoth, blue-chip IBM employed thousands of capable software
builders, and didn't trust a single one of them; IBM hired Microsoft to build its
operating system. Microsoft bought Q-DOS from a company called Seattle Computer
Products and retailored it for the PC.

The PC was released in August 1981 and was followed into the market by huge
flocks of honking, beeping clones. Microsoft's DOS was one of three official PC
operating systems but quickly beat out the other two. DOS was clunky and primitive
at a time when the well-dressed computer was wearing UNIX from Bell Labs or (if
its tastes ran upscale) some variant of the revolutionary window-menu-mouse system
that Xerox had pioneered in the 1970s. But despite (or maybe because of) its
stodginess, DOS established itself as the school uniform of computing. It was
homely, but everyone needed it. Once again, Gates had brokered a marriage between
other people's ideas and come up with a hit. DOS was even bigger than Basic. Gates
had it made.

Apple released the Macintosh in January 1984: a tony, sophisticated computer
was now available to the masses. Henceforth DOS was not merely homely, it was
obsolete. But it continued to rake in money, so what if the critics hated it? In May
1990, Microsoft finally perfected its own version of Apple windows and called it
Microsoft Windows 3.0 — another huge hit. Now Gates really (I mean really) had it
made.

By the early '90s, electronic mail and the Internet were big. Technologists
forecast an Internet-centered view of computing called "mirror worlds." Technophiles
enthused about the "information superhighway." The World Wide Web emerged in
1994, making browsers necessary, and Netscape was founded that same year. Sun
Microsystems developed Java, the Internet programming language. Gates hung back.
It wasn't until 1996 that Microsoft finally, according to Gates himself, "embraced the
Internet wholeheartedly."

Why lead when you can follow? Microsoft's first browser, Internet Explorer
1.0, was licensed from a company called Spyglass. It was an afterthought, available
off the shelf as part of a $45 CD-ROM crammed with random tidbits, software
antipasto, odds and ends you could live without — one of which was Explorer. Today
Microsoft is the world's most powerful supplier of Web browsers, and Gates really
has it made. The U.S. Justice Department is suing Microsoft for throwing its weight
around illegally, hitting companies like Netscape below the belt. The trial is under
way. Whoever wins, Gates will still be the No. 1 man in the industry.



The world pondered Gates and assumed he must be a great thinker. During
World War II, Cargo Cults flourished on New Guinea and Melanesia: people who
had never seen an airplane pondered incoming U.S. aircraft and assumed they must
be divine. Technology is confusing, and these were reasonable guesses under the
circumstances. In 1995 Gates published a book (co-authored with Nathan Myhrvold
and Peter Rinearson) called "The Road Ahead." Peering far into the future, he
glimpsed a technology-rich dream world where you will be able to "watch Gone With
the Wind," he wrote, "with your own face and voice replacing Vivien Leigh's or
Clark Gable's." Apparently this is just what the public had been dying to do, for "The
Road Ahead" became a runaway best seller, though it is lustrous with earnest
goofiness, like a greased-down haircut.

And yet we tend to overlook (in sizing him up) Gates' basic decency. He has
repeatedly been offered a starring role in the circus freak show of American
Celebrity, Julius Caesar being offered the Emperor's crown by clamorous sycophants.
He has turned it down. He does not make a habit of going on TV to pontificate, free-
associate or share his feelings. His wife and young child are largely invisible to the
public, which represents a deliberate decision on the part of Mr. and Mrs.

If postwar America of the 1950s and '60s democratized middle-classness,
Gates has democratized filthy-richness — or has at least started to. Get the right job
offer from Microsoft, work hard, get rich; no miracle required. Key Microsoft
employees pushed Gates in this direction, but he was willing to go, and the industry
followed. The Gates Road to Wealth 1s still a one-laner, and traffic 1s limited. But the
idea that a successful corporation should enrich not merely its executives and big
stockholders but also a fair number of ordinary line employees is (although not
unique to Microsoft) potentially revolutionary. Wealth is good. Gates has created lots
and has been willing to share.

Today Gates, grown very powerful and great, sits at the center of world
technology like an immense frog eyeing insect life on the pond surface, now and then
consuming a tasty company with one quick dart of the tongue.

But the Microsoft Windows world view is dead in the water, and Microsoft has
nothing to offer in its place. Windows is a relic of the ancient days when e-mail didn't
matter, when the Internet and the Web didn't matter, when most computer users had
only a relative handful of files to manage. Big changes are in the works that will
demote computers and their operating systems to the status of TV sets. You can walk
up to any TV and tune in CBS; you will be able to walk up to any computer and tune
in your own files, your electronic life. The questions of the moment are, What will
the screen look like? How will the controls work? What exactly will they do? and
Who will clean up?

Microsoft? Maybe. On the other hand, being the biggest, toughest frog in the
pond doesn't help if you're in the wrong pond. Some people have the idea that
Microsoft is fated to dominate technology forever. They had this same idea about
IBM, once admired and feared nearly as much as Microsoft is today. They had
essentially the same idea about Japan's technology sector back in the 1980s and early
'90s. It 1sn't quite fair to compare Microsoft to a large country yet. But Japan was on a
roll and looked invincible — once. (Or, if you go back to Pearl Harbor, twice.)
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As for Gates himself, he is no visionary; he is a technology groupie with a
genius for showing up, for being at the right place at the right time. His secret is
revealed in that old photo with Paul Allen. He is a man who likes computers very
much. Not their intellectual underpinnings, not the physics or electronics, not the art
or philosophy or mathematics of software — just plain computers. He's crazy about
them. It seems like an odd passion, but after all, some people are crazy about Pop-
Tarts. And Gates will be remembered alongside Pop-Tarts, in the long run, as vintage
Americana, a sign of the times. A little on the bland side perhaps, unexciting, not
awfully deep, not to everyone's taste, but not all that bad. (David Gelernter is a
professor of computer science at Yale University and author most recently of
Machine Beauty). [1]

1.1.2 Find the main sentences in the text and retell the text using these
sentences. While retelling add personal information

1.2 Text II About Tim Berners-Lee

1.2.1 Read the text and answer the questions: What is Berners-Lee famous
for? What is he responsible for?

From the thousands of interconnected threads of the Internet, he wove the
World Wide Web and created a mass medium for the 21st century
By JOSHUA QUITTNER

Monday, March 29, 1999

Want to see how much the world has changed in the past decade? Log on to the
Internet, launch a search engine and type in the word enquire (British spelling,
please). You'll get about 30,000 hits. It turns out you can "enquire" about nearly
anything online these days, from used Harley Davidsons for sale in Sydney, Australia
("Enquire about touring bikes. Click here!"), to computer-training-by-e-mail courses
in India ("Where excellence is not an act but a habit"). Click once to go to a site in
Nairobi and enquire about booking shuttle reservations there. Click again, and zip off
to Singapore, to a company that specializes in "pet moving." Enquire about buying
industrial-age nuts and bolts from "the Bolt Boys" in South Africa, or teddy bears in
upstate New York. Exotic cigar labels! Tantric sex guides! Four-poster beds for dogs!

So what, you say? Everybody knows that with a mouse, a modem and access to
the Internet, these days you can point-and-click anywhere on the planet,
unencumbered by time or space or long-distance phone tariffs.

Ah, but scroll down the list far enough, hundreds of entries deep, and you'll
find this hidden Rosebud of cyberspace: "Enquire Within Upon Everything" — a
nifty little computer program written nearly 20 years ago by a lowly software
consultant named Tim Berners-Lee. Who knew then that from this modest hack
would flow the civilization-altering, millionaire-spawning, information suckhole
known as the World Wide Web?

Unlike so many of the inventions that have moved the world, this one truly was
the work of one man. Thomas Edison got credit for the light bulb, but he had dozens
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of people in his lab working on it. William Shockley may have fathered the transistor,
but two of his research scientists actually built it. And if there ever was a thing that
was made by committee, the Internet — with its protocols and packet switching — is
it. But the World Wide Web is Berners-Lee's alone. He designed it. He loosed it on
the world. And he more than anyone else has fought to keep it open, nonproprietary
and free.

It started, of all places, in the Swiss Alps. The year was 1980. Berners-Lee,
doing a six-month stint as a software engineer at CERN, the European Laboratory for
Particle Physics, in Geneva, was noodling around with a way to organize his far-flung
notes. He had always been interested in programs that dealt with information in a
"brain-like way" but that could improve upon that occasionally memory-constrained
organ. So he devised a piece of software that could, as he put it, keep "track of all the
random associations one comes across in real life and brains are supposed to be so
good at remembering but sometimes mine wouldn't." He called it Enquire, short for
Enquire Within Upon Everything, a Victorian-era encyclopedia he remembered from
childhood.

Building on ideas that were current in software design at the time, Berners-Lee
fashioned a kind of "hypertext" notebook. Words in a document could be "linked" to
other files on Berners-Lee's computer; he could follow a link by number (there was
no mouse to click back then) and automatically pull up its related document. It
worked splendidly in its solipsistic, Only-On-My-Computer way.

But what if he wanted to add stuff that resided on someone else's computer?
First he would need that person's permission, and then he would have to do the dreary
work of adding the new material to a central database. An even better solution would
be to open up his document — and his computer — to everyone and allow them to
link their stuff to his. He could limit access to his colleagues at CERN, but why stop
there? Open it up to scientists everywhere! Let it span the networks! In Berners-Lee's
scheme there would be no central manager, no central database and no scaling
problems. The thing could grow like the Internet itself, open-ended and infinite. "One
had to be able to jump," he later wrote, "from software documentation to a list of
people to a phone book to an organizational chart to whatever."

So he cobbled together a relatively easy-to-learn coding system — HTML
(Hypertext Mark-up Language) — that has come to be the lingua franca of the Web;
it's the way Web-content creators put those little colored, underlined links in their
text, add images and so on. He designed an addressing scheme that gave each Web
page a unique location, or url (universal resource locator). And he hacked a set of
rules that permitted these documents to be linked together on computers across the
Internet. He called that set of rules HT'TP (HyperText Transfer Protocol).

And on the seventh day, Berners-Lee cobbled together the World Wide Web's
first (but not the last) browser, which allowed users anywhere to view his creation on
their computer screen. In 1991 the World Wide Web debuted, instantly bringing
order and clarity to the chaos that was cyberspace. From that moment on, the Web
and the Internet grew as one, often at exponential rates. Within five years, the number
of Internet users jumped from 600,000 to 40 million. At one point, it was doubling
every 53 days.
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Raised in London in the 1960s, Berners-Lee was the quintessential child of the
computer age. His parents met while working on the Ferranti Mark I, the first
computer sold commercially. They taught him to think unconventionally; he'd play
games over the breakfast table with imaginary numbers (what's the square root of
minus 47?). He made pretend computers out of cardboard boxes and five-hole paper
tape and fell in love with electronics. Later, at Oxford, he built his own working
electronic computer out of spare parts and a TV set. He also studied physics, which
he thought would be a lovely compromise between math and electronics. "Physics
was fun," he recalls. "And in fact a good preparation for creating a global system."

It's hard to overstate the impact of the global system he created. It's almost
Gutenbergian. He took a powerful communications system that only the elite could
use and turned it into a mass medium. "If this were a traditional science, Berners-Lee
would win a Nobel Prize," Eric Schmidt, CEO of Novell, once told the New York
Times. "What he's done is that significant."

You'd think he would have at least got rich; he had plenty of opportunities. But
at every juncture, Berners-Lee chose the nonprofit road, both for himself and his
creation. Marc Andreessen, who helped write the first popular Web browser, Mosaic
— which, unlike the master's browser, put images and text in the same place, like
pages in a magazine — went on to co-found Netscape and become one of the Web's
first millionaires. Berners-Lee, by contrast, headed off in 1994 to an administrative
and academic life at the Massachusetts Institute of Technology. From a sparse office
at M.LT., he directs the W3 Consortium, the standard-setting body that helps
Netscape, Microsoft and anyone else agree on openly published protocols rather than
hold one another back with proprietary technology. The rest of the world may be
trying to cash in on the Web's phenomenal growth, but Berners-Lee is content to
labor quietly in the background, ensuring that all of us can continue, well into the
next century, to Enquire Within Upon Anything.

Joshua Quittner, TIME's Personal Technology columnist, is the new editor of
TIME DIGITAL. [2]

1.2.2 Find the main sentences in the text and retell the text using these
sentences. While retelling add personal information

1.3 Text III Arthur Clarke

1.3.1 Read the text and answer the questions: What is your attitude to
Arthur Clarke? Have you read any of his books? Do you like them?

Hello! This is Arthur Clarke, speaking to you from my home in Colombo, Sri
Lanka. As I approach my 90th birthday, my friends are asking how it feels like, to
have completed 90 orbits around the Sun. Well, I actually don't feel a day older than
89! Of course, some things remind me that I have indeed qualified as a senior citizen.
As Bob Hope once said: "You know you're getting old, when the candles cost more
than the cake!"
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I'm now perfectly happy to step aside and watch how things evolve. But there's
also a sad side to living so long: most of my contemporaries and old friends have
already departed. However, they have left behind many fond memories, for me to
recall. I now spend a good part of my day dreaming of times past, present and future.
As I try to survive on 15 hours' sleep a day, I have plenty of time to enjoy vivid
dreams. Being completely wheel-chaired doesn't stop my mind from roaming the
universe - on the contrary!

In my time I've been very fortunate to see many of my dreams come true!
Growing up in the 1920s and 1930s, I never expected to see so much happen in the
span of a few decades. We 'space cadets' of the British Interplanetary Society spent
all our spare time discussing space travel - but we didn't imagine that it lay in our
own near future.

I still can't quite believe that we've just marked the 50th anniversary of the
Space Age! We've accomplished a great deal in that time, but the 'Golden Age of
Space' is only just beginning. After half a century of government-sponsored efforts,
we are now witnessing the emergence of commercial space flight.

Over the next 50 years, thousands of people will travel to Earth orbit - and
then, to the Moon and beyond. Space travel - and space tourism - will one day
become almost as commonplace as flying to exotic destinations on our own planet.
Things are also changing rapidly in many other areas of science and technology. To
give just one example, the world's mobile phone coverage recently passed 50 per cent
-- or 3.3 billion subscriptions. This was achieved in just a little over a quarter century
since the first cellular network was set up. The mobile phone has revolutionized
human communications, and is turning humanity into an endlessly chattering global
family! What does this mean for us as a species?

Communication technologies are necessary, but not sufficient, for us humans to
get along with each other. This is why we still have many disputes and conflicts in
the world. Technology tools help us to gather and disseminate information, but we
also need qualities like tolerance and compassion to achieve greater understanding
between peoples and nations.

I have great faith in optimism as a guiding principle, if only because it offers us
the opportunity of creating a self-fulfilling prophecy. So I hope we've learnt
something from the most barbaric century in history - the 20th. I would like to see us
overcome our tribal divisions and begin to think and act as if we were one family.
That would be real globalisation. As I complete 90 orbits, I have no regrets and no
more personal ambitions. But if I may be allowed just three wishes, they would be
these.

Firstly, I would like to see some evidence of extra-terrestrial life. I have always
believed that we are not alone in the universe. But we are still waiting for ETs to call
us - or give us some kind of a sign. We have no way of guessing when this might
happen - I hope sooner rather than later!

Secondly, I would like to see us kick our current addiction to oil, and adopt
clean energy sources. For over a decade, I've been monitoring various new energy
experiments, but they have yet to produce commercial scale results. Climate change

12



has now added a new sense of urgency. Our civilisation depends on energy, but we
can't allow oil and coal to slowly bake our planet.

The third wish is one closer to home. I've been living in Sri Lanka for 50 years
- and half that time, I've been a sad witness to the bitter conflict that divides my
adopted country. I dearly wish to see lasting peace established in Sri Lanka as soon as
possible. But I'm aware that peace cannot just be wished -- it requires a great deal of
hard work, courage and persistence.

I'm sometimes asked how I would like to be remembered. I've had a diverse
career as a writer, underwater explorer, space promoter and science populariser. Of
all these, I want to be remembered most as a writer - one who entertained readers,
and, hopefully, stretched their imagination as well.

I find that another English writer -- who, coincidentally, also spent most of his
life in the East -- has expressed it very well. So let me end with these words of
Rudyard Kipling:

If I have given you delight

by aught that I have done.

Let me lie quiet in that night

which shall be yours anon;

And for the little, little span

the dead are borne in mind,

seek not to question other than,

the books I leave behind.

This is Arthur Clarke, saying Thank You and Goodbye from Colombo! [3]

1.4 Work in pairs

1.4.1 Read the following dialogues, dramatize them in pairs doing some
changes and additions

I

A: I see your university is a rather new one.

B: Yes, it was founded twenty years ago becoming the twelfth higher
educational establishment in the city.

A: How many faculties are there in your university and what is the total
number of students involved in all forms of studies? B: About eight thousand students
in eight faculties.

I

A: Is there any system of further education in Russia for those adults who work
after leaving school?

B: For these people almost every university and institute in our country has
evening and extra-mural departments.
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A: Do such students get any instruction on the premises of the university and if
so how often do they come? '

B: Students of the evening department attend classes four times a week. As to
the extra mural students, they have classes during mid-session examinations '(in
winter) and session (in June).

III

A: What subjects do students take at the university? B: It depends on the
faculty and the year they are in. A: Well, let's say the first year at the faculty of
language and literature. B: Among the subjects studied in the first year are:
linguistics, languages (Russian, Latin, national and foreign), literature, history,
ethnography [etnografi], and physical training.

IV

A: Your institute covers a large area.

B: Yes, rather. Here i1s the administrative block. Farther and behind there are
four teaching blocks. The library and the students’ hostel (halls of residence) are on
your left. There you can also see the union building.

A: It's quite a campus.

B: Yes, I know what you mean. The institute was planned and built as a single,
separate complex on the outskirts of the city.

\Y%

A: Did you pass all your session exams?

B: Yes. I could hardly manage them. I was sure I would fail at least two of
them.

A: The trouble is that you burn the candle at both ends. You can't work all day
and play at night.

B: But I don't. I sat up late and worked at night for the last two weeks. JI:
Studying at night isn't good either. You need your rest, too. B: I took a short sleep
every few hours.

A: Well, well. You should be serious about your studies at the university. It
isn't a playground or a kind of pastime, you know.

VI

A: I enjoyed yesterday's lecture very much. The speaker really knew his sub-
ject, didn't he?

B: Yes, he covered it from A to Z, giving the audience convincing arguments
and examples.

A: We are lucky we can listen to such lectures - people who aren't afraid to
come out with new ideas.
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B: Yes, there mustn't be any calm in such an important science as astronomy.
1.4.2 Ask your friend about his or her future
Model:

Are you studying the economics of the machine-building industry at the
Moscow Institute of Management?
Are you going to be (become) economist?

I ’'m studying physics at Moscow University.

2 My favorite subject at the medical school where I'm studying is anatomy.

3. Ethnography is one of the most interesting subjects taught at the faculty of
history where I study.

4 My brother is getting on very well at the Odessa College of Art.

5 Klim Bobrov studies at the Vladimir Pedagogical Institute.

6 I'm a first-year student of the Moscow Institute of Architecture.

1.4.3 Answer the questions

1 Where do you study?

2 What profession will you go into after University?

3 When was your University founded?

4 How many and what faculties are there at your University?

5 Do most of your class-mates live in the hostel or rent a room in town?

6 How many people study at your University in the day-time, evening and
extra-mural departments?

7 How are grants paid to students?

8 Who can take a post-graduate course?

1.4.4 Describe the problem

D Alex, a student of the university, was going to become a chemist. But in
the third year he suddenly realized that chemistry was not his location and that he
would rather take up a course of French Literature. Now he is thinking about studying
at the Foreign Language faculty of the university.

1 What did Alex want to become first?
2 What did he realize in his third year?
3 What is he thinking about now?

4 What is his problem?

IT) Robert is a university student, he has an important exam in a few days. He
felt bad this morning. After breakfast he looked at his books but he could not
concentrate. He looked at himself in his mirror. What he saw was not very nice. His
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eyes were red, his face pale. His sister said, "What you need is fresh air. You are
studying too much." They went for a walk in the park. Robert felt much better and
found he could concentrate on his books.

1 Who was Robert?

2 What had he in a few days?

3 What was wrong with him?

4 What was his problem?

5 Where did he and his sister go?

6 Dramatize a talk between Robert and his sister.

1.4.5 Dramatize a talk
Basic situation:

You meet (receive) students from Britain, (the USA, and Canada) at your
university. You are to describe them the structure of the university, the system of
higher education in Russia, to talk about students' life.

Topical words:

Higher educational establishments: university, college, institute, academy; aca-
demic year: term, semester, mid-session and session exams; grants, scholarship;
teaching (administrative) block, library, laboratory, sports grounds, lecturer, to pass
exams, to study various subjects, to take lectures, to read special literature, to do
research work, to write term papers and educational thesis.

1.4.6 Ask questions using I’m sorry; may I ask you; will you tell me?

1 Ha xakom ¢akynpTeTe Thl YUHUILIbCS ?

2 Kakue npeameTsl U3y4aroT CTYICHTHI Ha BalleM ¢akynbTeTe?

3 Kakue npeaMeTsl SBISIOTCS TPOGUIUPYIOIUMHU ?

4 Korna 06bU1 co3aaH (pakynbTeT, HA KOTOPOM Thl YUHUILIbCS ?

5 Kakumu npodeccuoHalbHBIMA HaBbIKAMHM JOJDKEH 00J1aJjaTh BBITYCKHUK
dakynprera?

6 3Haewb M Thl O HOBOM CUCTEME MOATOTOBKU CIEUAIUCTOB 10 boroHckomMy
COTJIAIICHUIO ?

1.4.7 Make up a plan about your faculty and tell us about it
COMMENTARY

1 Nmeetcs onpeneneHHas TPYyAHOCTh B NEepeaye Ha aHIJIMHCKUH SI3BIK psaa
TEPMHUHOB, OTHOCSIIIINXCA K POCCUHUCKON CUCTEME BbICIIET0 00pa30BaHuUs.
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Tak, HE COBCEM yIa4yHO HCHOJB3YETCS CJIOBO Institute, IOCKOJBKY B
BenukoOputanuu B 3HAYEHUU UHCMUMYM OHO TPAKTUYECKHM HE HCIOJIb3YETCH.
Becsma Onu3ko 1o cMmbicny K uncmumymy ciaoBo college, onHako He Kaxablid college
B AHriuu - Bbiculee yyeOHoe 3aBejeHue. [103ToMy mpu 0OlIEHHH HA AHTIUICKOM
SA3BIKE CJICAYET, ONMpPaAsACh, BCE K€ HAa TECPMHUH institute, gaBaTh OOBSICHEHUS WU
nyonupyromue BapuanTel. Hanpumep:

* mefarormyeckuii MHCTUTYT - pedagogical institute / college of education / *
teacher training college

* MOJUTEXHUYECKMM HHCTUTYT - polytechnic (al) institute / college of
(advanced) technology.

JIist mepeBojia Ha aHTJIMMCKUH SA3BIK CJIOBA Yuuiuuye Yalle BCEro UCIOJIb3YeTCs
cioBo school.

Hanpumep:

* XyZ0)KECTBEHHOE yumunie - art school

* npodeccuonanpHo-TexHuueckoe yuwmuiie (IITY) - vocational (technical)
school

IIpu nepeBoae Ha aHIVIMHCKUU S3BIK CII0BA MEXHUKYM MOXKHO UCIIOJIb30BaTh

cinoBocouetanue technical college nim polytechnic.

*Pycckoe clo0BO Kkypchl kax ydeOHOe 3aBeleHue mnepeBoautcs school.
Hanpumep:

e language school / school of languages

MoxHo ncnonb3oBaTh u ciioBo courses: The Courses of Foreign Languages.

2 On yuutcs B YHuepcurere. He is at University. OHa yuuTcst B KOJUIIEIXKE.
She is (studies) at college. S okoHunn xkomienx B 1982 roxay. I left college in 1982.
Kak y nero nena (c yueboii) B yHuBepcurere? How is he getting on (doing) at
University?

OOparture BHHMMaHME Ha OTCYTCTBME B OTUX (pa3ax apTUKIL Mepes
CYILECTBUTEIbHBIM, 0003HAYAIOIIUM Ha3BaHUE YYEOHOTO 3aBEJCHUS.

CnoBocoueTtanue Tumna your (my, our) university, our (my) town, our country u
T.Jl. HEXAPAKTEPHO JJIsI aHTJIMMCKOM pEYEBOM MPAKTUKH. AHIVIMYAHE MPEANOYNUTAIOT
B 3THUX CIIy4asiX yHoTpeOssTh (pakThyeckoe HauMeHOBaHUE 00BbeKTa (By3a, ropoja u
T.J.), TUOO COYETATh CYIIECTBUTEIBHOE C YKa3aTeIbHbIM MecTouMeHrueM. Hanpumep:
Cambridge University, this college, this country.

1.5 Text IV Ana JlaBaeiic: nporpaMmma MakCuMyM
1.5.1 Read the text and retell it in English

Ana Asrycra baitpon-Kunr Brnocneactsuu rpaduns Jlasieiic, Obu1a qo4epbio
BEJIMKOTO aHriauickoro nmoista Jxopaxa ['opaona baiipona. Ana baiipon poauniack
10 nexaOpst 1815 roga. Otua ona He nmoMHuia. C TOYKM 3pEHUS] TOTJAUIHETO CBETA
nopa baiipoH OblT pacnyTHHMKOM, ONACHBIM BOJBHOJIYMIEM M BOOOLIE Bparom
obmiectBa. OH Opocuil Cympyry ¢ MajibllIKOM Ha pykax. Bocnuranue roHOU AJbI
bayipon Bceueno jerno Ha 1uiedyd Marepu. Hamo ormate el QOMKHOE — JEaU
Munbank cMoriia JaTh AOYEPH OTIMYHOE oOpa3oBaHHe. J[eBOUKa paHO YBIIEKIACH
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MY3BIKOM. A ellle MaTeMaTUKOW, 4YTO, KOHEYHO, Ka3aJoCh CTPAaHHBIM 3aHSATHEM s
OyayIieil 3HaTHOU JTaMbl.

Ho mats Oblna paga yxe ToMy, 4TO ajia He mblTanach COUMHATh ctuxu! U koraa
12-neTHsis MOYb CTajia MpOMajaTh B CBOEH craibHe, Jieau MuibaHk 3amoao3puiia
HEJNaJHOe — Y’ He MPOSIBUWINCH JIM y JIOYepU OTIOBCKHE HakIOHHOCTH? KakoBo xe
ObLI0O €€ oOJyieryeHue, Korja J04yb, CMYIAsCh, BMECTO HCIHCAHHBIX BHUPIIAMHU
CTpPaHMIl  M3BJEKJIA U3-MOJ  MOAYIIKHU...YEPTEKH  JIETATEJIbHOrO  ammapara
COOCTBEHHOM KOHCTPYKIUU !

Korpa Ana 3a0onena v Ha TpH roja cierja B MOCTeNb, €€ MaTh, HE CUUTASCh C
pacxojamu, HaHsla JlIo4epd HE TOJBKO JY4YIIMX Bpadye, HO M JIy4lIUX
npenogasatreneil JlIongona. Cpean HUX ObUTM U MAaT€MAaTHUKH, YPOKU KOTOPBIX FOHAs
Ana bailpoH ycBaumBana Jmydiie Bcero. Yke B T€ Toiabl (OpMyJabl U 4YHCIa
NPEJICTABISIIUCH €1 HE CYyXOil 0e3’KM3HEHHOW «IM(pUPBIO», HO HACTOSAILIEH Maruew,
II0D3UEN.

Xots penyTranus oTua AJpl OCTABISUIA JKENaTh JYy4YLIEro, OH BCE KE 3aHUMAJ
Kpecio B IMajaTe JIOPAOB, a B €ro JKWJax TeKJIa KpPOBb MOIYIIECTBEHHOIO
mIoTIaHACcKoro kiaHa I'opyoHoB. He roBopst 0 ToMm, 4To B T€ rojibl HE ObUIO B MUpE
no3Ta 6ojee MOJHOTO, YeM baiipoH.

[ToaToMy nepBbIil BbIXOJ B cBET Anbl balipoH Obl1 3apaHee oOpedeH Ha ycrex.
Korzaa e BBIACHWIIOCH, YTO CTpOoMHas 16-1eTHsS EeBYLIKAa C POCKOIIHBIMU KYAPSIMHU
U TIPEKPACHBIM MPaMOPHO-OEJIbIM JIMIIOM €1lI€ U YMHA U 00pa3oBaHHAa, 3TO MIPOU3BEIIO
dypop.

Ha nBope crosin XIX Bek, nepsbie ero aecatwierus. Hayka u TexHuka u3
X000 4ylaKoB-OJMHOYEK IMpEeBpaTHaCh B MOBAJIBHOE YBJIEUECHHE, 3aXBATHUBILEE U
BBICILIMM CBET €BPOIIEUCKUX CTOJIMLI.

Bokpyr nouepu nopna balipoHa, NpeACTaBIEHHON KOpOII, Cpasy Ke
oOpa3oBanach IUIOTHAs TOJMA OJECTAMMX MOKIOHHUKOB. ConepHHIIaM OCTaBaJIOCh
JMIIb CKPBIBAaTh OCAAy U PACILyCKATh CIYXHU O TOM, YTO TYT JI€JI0 HeYucTo. UTO-TO
CTpaHHOE MPOIJISIBIBAJIO B €€ YBJICUEHUU €CTECTBO3HAHUEM.

"KiiHyCh ABSBOJIOM, HE MPOWIET M JAECATU JIET, U I BBICOCY JOCTATOYHO
KU3HEHHOT'O COKa M3 TalH MHUpo3aaHus. Tak, Kak 3TOro He MOTyT clelaTb OObIYHbBIE
CMEpPTHBIE YMBI U ycTa". MHOTME U pPOAUTENHN YUTATIU TAKOE B THEBHUKAX CBOUX 16-
JIETHUX Jlouepen?

Ana He 3ps Hocuia dammiuio baiipon. OHa Bce pemuia cama - U BblOpana
cebe g Hauvajga HE MYXa M He oTua Oyaymux nereil. Ee nzOpanHukoM okazaics
KOJUIeTa M COpPaTHUK MO YyBieueHuto. 3Banu ero Yapibzom br00umxeM, oH ObLI
y4€HbIM-MaTeMaTUKOM, npodeccopom KemOpumxa (3T0O MECTO paHee 3aHUMaJ caM
cop Ucaak Hrroton) u unenom KoposeBckoro obiectna.

[To3HaKOMMIIUCH ATH JIBE SPKHE JUYHOCTU HA BHICTABKE JOCTHKEHUW HAYKU U
TEXHUKHU. AJle TOrJa €Ba CTYKHYJIO 17, a MaCTUTBIM YYEHBIN yXKE€ pa3MEHs MATHIN
necsaTok. HUkakuX NMUKaHTHBIX OTHOUIEHWMH Y HUX HE ObUIO, IOHAas apuUCTOKpaTKa
BKJIIOUMJIACh B pabory brbOumka mpocto mo BejeHuro Aymu. ba00umk yBiek ee
noyty0e3yMHoi (¢ 00111el TOUKU 3peHust) ujaeel "aHaTuTUYECKONU'" MalluHbI, CYETHOM
MAalIUHbI C IPOTPAMMHBIM YIIPaBICHUEM.
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Ha MbICab TOCTPOUTH CYETHYIO MAILIMHY aHTJIMMCKOTO MaTeMaTHUKa HATOJKHYJ
rnaBa (paniry3ckoro bropo nepenucu Hacenenus 60apon ['acuap ne [lponu. Ero med,
umneparop HanoseoH, emnie B OBITHOCTh CBOIO MEPBBIM KOHCYJIOM 3aayMajl Cpelu
IPOYMX HOBOBBEJICHHI BBECTH BO DpaHIIMU METPUUYECKYIO CUCTEMY. DTO TpeOOoBaso
COCTaBJICHHUS HOBBIX JIOTApU(PMHUUECKUX U TPUTOHOMETPUYECKUX TaOiull B
HeObIBaIBIX 00beMax, yTo U ObLIO MopydeHo BeaoMcTBY ne IIponu. bapon 3agyman
CO3[1aTh CBOETO POJA 'TEXHOJIOTMYECKYIO LEMOYKY', M1 KOTOPOM HCIIOJIb30Ball
€MHCTBEHHYI HAaXOJIMUBUIYIOCA MOJ PYKOM "BBIYMCIUTEIBHYIO MAIIMHY ' - JIFOJACKHE
peCypCBL.

Ha nepBoMm sTane rpynna CUiIbHEHIIMX MAaTEMaTUKOB BO TIjaBe ¢ AJIpUEHOM
Jlexxannpom u Jlazapom KaphHo paspabarbiBasia MareMaTuyeckoe oOecrieueHue, Ha
BTOPOM - "CpeaHee 3BEHO" OPraHU30BBIBANIO MPOLECC BBIYUCIECHUN U CIIEIUIIO 32 TEM,
yTOOBl OH HE JAaBaj cOOEB, a HA TPETbEM - JIECATKH PSAAOBBIX CUETYMKOB BEIH
HENOCPECTBEHHBIE PACUYETHI.

Huuero ne nanomunaet? IlporpammHoe oOecrieyeHue - cXxeMa BBIYMCICHUH -
o0paboTtka nanHbix. OcTanoch A00aBUTh, YTO JIOJU-CYETUMKHA B ITOH CXEME B
NIEPEBOJE HA AHIJIMHUCKUN HMEHOBAIMUCH... KommbroTepamu! IlpaBaa, mpoekT Ttak u
He: Obu1 peanu3oBaH. Hauamack Oosbliasi eBpomneickas BOWHA, U KOPOHOBAHHOMY
3aKa3yuKy CTajo He A0 marematuku. Crmycts Kakoe-To Bpems o cxeme je [Iponu
y3Han ba00umK, KOTOpOMY OCTaloCh cienaTh MOCJIEIHWM JOTWUYECKUW Iar -
3aMEHUTh  HEHAJEKHbIM  "denmoBedeckuid  marepuan"  Oosiee  MEpeJOBBIM
MEXaHUYECKUM YCTPONCTBOM.

B 1822 rony b306umx cMmor 3amHTepecoBaTh CBOEH MaIIMHOW (OH Ha3Bal ee
"nuddepeHuuanbHON'") camMoe TIJaBHOE YYypekJeHue B poaHod bpuranum -
AnmvupanterictBo. OHO BBIACIWIO JAEHBIM MOJ T'PaHAMO3HBIM MpoekT. Ilo 3ambicay
u3o0perarens MallMHa JIOJDKHA Obl1a 3aHMMAaTh LEJIYyI0 KOMHATy M MHPOU3BOJUTH
BBIYMCIIEHUS C TOYHOCTBIO 10 20-r0 3HaKa MOCJe 3aHATOMN !

[Ipouuio necsATh JE€T HANPSIKEHHBIX TPYIOB, HO B30OHMIX cMOr MOCTPOUTH
JMIIb OJIMH U3 OJIOKOB CBOEH MaluHbl. Bo-nepBbIX, HE XBATaJO JIEHET, a BO-BTOPbIX,
HEYEeMHOI'0 M300peTaTessi 3aXBaTuja HOBas UJied - CO3/IaHue NMPUHIUIUAIBHO UHOU
MAaIllMHbI - "aHAJTUTUYECKOU", CIOCOOHOMN BBIMOJHATH JIIOOBIE CUETHBIE OIEepalluu, C
KaKol yrOJHO CTENEeHbI0 TOYHOCTH. MTak, B cepeauHe NO03alpolIoro BeKa
reHUAJIbHBIN MTPOBUICL MPEIIOKUIT HU OO0JIbIlIE HU MEHbIIIE PUHIUIUATIBHYIO CXEMY
COBPEMEHHOI'0 KOMIIBbIOTEpA. B Hem ObulM mnpeaycMOTpeHBl LE€HTPajJbHbIN
npoueccop (B TepMmuHOJIOruM ba0Oumka - «menbHHIA"), BBOJ MpPOTrpaMMm
("MHCTpYKIMI") ¢ MoMoOIbl0 NepPopUpOBaHHBIX KapT, Onok mamsatad  ('ckian"),
[I€YaTaoIlee YCTPOUCTBO, POJIb KOTOPOIrO BBIMOJHAJ MEYaTHBIA mpecc... Arperar,
COCTOSIBIIMN M3 THICAY MEXAHMYECKHUX 3yOUaThIX KOJIEC, €r0 aBTOp MpeAroJarall
IIPUBOAUTH B JIEUCTBUE €IUHCTBEHHON M3BECTHOU K TOMY BPEMEHHU CUJIOM - ITAPOM.

1879 roay npaBUTENBCTBEHHAss KOMHUCCHUS pEIIMJIA, YTO MOCTPOUTH 3Ty
MallMHy HEBO3MOKHO, MOCKOJIbKY ClieJlaTh 3TO ObUI B COCTOSSHUM TOJBKO caM
b306umk, ymepiuii 3a BoceMb JIeT 0 TOro (M, KCTaTH, YCHEBIIUN Pa3opUTh Ka3HY
Ha 17470 pyHTOB, Ha KOTOPBIE MOXHO OBLIIO MOCTPOUTH JIBa AECATKA MapoBo30B). U3
COBpeMEHHUKOB br00uka B ero 3areto Bepuia Toinbko Ana balipon. Ona crana

19



JTOOPOBOIBLHON MTOMOIIIHUIIEH MaTeMaTHKa, HAMKUCAB JJIsl €ro MalluHbl "3aaHus’ Ha
nepQokaprax - nepBble B MUPE KOMITbIOTEPHBIE TPOIPAMMBI.

[Ipu 5TOM Anla coBceM He coOupaiach JUIIATh Ce€0sl MPOUYUX PaJOCTEH: )KU3HU.
B 20-neTtHem Bo3pacTe OHa, HaKOHEL, YCIIOKOWJIA CEPALIE MAaTEpH, BBIAASA 3aMYX,
IpUYeM 10 JIFOOBU U 3a BBITOJHOTO BO BCEX OTHOIIEHUAX >keHuxa! Ee nzdopanHukom
CTajl IaBHUM BO3AbIXaTeNb - 29-netHuil nopa Yuiabsim Kunr. CoycTs Tpu rojaa nocie
cBaapObl opay Kunry Obul moskanoBaH rpadckuil Tutyia. K ToMy BpeMeHM y HHUX
OblI0 Tpoe nerei, u rpaduus JlaBieic mepenoxxkuiia BOCIUTAHHUE MOTOMCTBA Ha
ieyn Hecrubaemon aean MuOaHkK.

K navany 1840-x romoB ciayxu o (aHTacTUuecKkod "HapoBOM  CUETHOH
MallrHe" paclpoCTpaHWINCh 3a npeaensl bpuranckon umnepuu. lIpoekTom, B
YaCTHOCTH, 3aWHTEpPEecOBAJICA HUTaJbSIHCKUM Marematuk Jlywmxku MeHnaOpea,
NpenoJaBaBlInil 0aNIMCTUKY B apTHIIEpUiickoil akanemuu B Typune. OH MOCBSTHI
b300umKy u ero uaesM OCHOBATEIbHBIM HAy4YHBIA TpPYZ, NMEPEBECTH KOTOPBIA Ha
AHTJIMACKUM S3bIK B3sU1ach Ta ke 0e30TKa3Has noMouiHuua - rpaduns Jlaeneiic. Ona
TaKk)Ke CHaOIWa aHTJIMHCKOE M3/1aHWE€ CBOMMHU KOMMEHTapUsSMHU M 3aMEYaHUSMH.
Onu 3anHanu 53 cTpaHulbl yOOPHCTBIM HIPUPTOM U OKA3AIUCh MPOPOUYECKUMU:
"MHorue nuua, HEAOCTATOYHO 3HAKOMBIE C MATEMATUKOW, CUYMTAKOT, YTO pOJb
MAaIllMHbl CBOJMTCS K TMOJYYEHHUIO DPe3yibTaToB B HHUpoBOil (Gopme, a mpupoja
caMoil 00pabOTKU JTaHHBIX JOJKHA ObITh apu(PMETHUECKOW M aHATUTUYECKOH. DTO
3a0myxxaeHue. MamuHa MOXeT o0pabaThiBaTh U OOBEIUHATH LIU(PPOBHIE BETUYUHBI
TOYHO TaK K€, KaK eciii Obl OHM ObUIM OYKBaMU WJIM JIFOOBIMU APYTMMHU CUMBOJIAMU
oO1iero xapakrepa... MalmHa CMOKET MUCcaTh MY3bIKY, pUCOBATh KAPTUHBI, a, KPOME
TOr0, YKaXeT HayKe TaKhe IYTH pa3BUTHUSA, KOTOPbIE Mbl HE B COCTOSHHUU cebe
BOOOpa3uTh".

Emie B utone 1843 roga ba00uk MOMTyYua MUCEMO OT CBOEM MOMOIIHUIIBI, B
KOTOPOM BIEPBbIE B HCTOPUU ObUla cPOpMyNIHpOBaHA HUAES HPOrPAMMHUPYEMBIX
BBIYMCIIMTENBHBIX YCTPOMCTB. Jlenn Ana nucana: " Xody BCTaBUTh B IPUMEYaHUS
KOe-uTo 0 yuciax bepHymiu - B KauecTBe IpUMepa TOro, Kak HesiBHAs (yHKUUS
MOXKET OBIThb BBIUMCJIEHA C TOMOUIBIO Ballle MalIWHbI 0€3 BCAKOrO Yy4yacTus
JesjoBeka... He 3Hai0, aHren s wid| OpsiBOJN, HO i Bac, Yapiab3 Ba00Owmk, s
BBIIIOJIHSIO TIOUCTUHE AbSBOJIBCKUI TPY., MpocenBas uncia bepnymnn".

Choycra Tpu OHSA OPUILUIO €IIE€ OJHO MHCbMO - TENEPh YK€ C KOHKPETHBIM
CIIMCKOM OIlepanyil (AITOpUTMOM) JUISl BBIUYMCIEHUS T€X CaMbIX 4yucen bepnymnn. B
3TOT JAeHb, 13urona 1843 roma, poaWinace HOBAass HayKa-KOMIBIOTEPHOE
IPOrpaMMHPOBAHHUE.

I'padunsa JlaBneiic okazanach azapTHbIM UTrpokoM. OCTaTOK CBOEH KpaTkoit
KU3HM J104b balipoHa npoBenia B mouckax "BepHOU GopMysbl" il CTaBOK Ha Oerax.
K 1848 romy cynpyru JlaBneiic okazainch MO ymu b J0ATax, 4acThb U3 KOTOPBIX
BBIKyNWJia MaTh Afwl, jdean Mwuibank. CrycTs JBa rojga €€ J04b, Cpeau Jpy3ei
KoTopoir xBatano cBetun Dapaneit, [lukkeHc, - cepbe3Ho 3abosena. Bpauwu
OKa3aJiuCh OECCUIIbHBI MPOTHUB TEX K€ 0alpOHOBCKUX T'eHOB - Ana JlaBneiic ymepna B
HOs1I0pe 852 roja Ha 37-M rody *Ku3HU. B TOM e Bo3pacTte, 4To U ee OTell.

IToxopoHWIM UX PSAOM - B POJOBOW yChINanabHUIIE balpoOHOB. Y IUBUTENBHO,
HO C HACTYIUIEHHMEM HOBOT'O, KOMIIBIOTEPHOT'O BEKA YMCIIO MOCETUTENEH, JKEJIAr0IIUX
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B3IIIHYTh Ha MOTWIIy Anbl JlaBneic, MpeBBICHIIO YUCIO TE€X, KTO MPUXOAWI OTAAThH
JIaHb MTAMSTH BEJIMKOMY I1OITY.

HeinemHue sxe TBOpIbI KOMIBIOTEPHOTO "copTa" MO-CBOEMY OTMETHIIA CBOIO
OCHOBOMOJIOKHUIY - BI1970-Xx romax OIMH U3 KOMIBIOTEPHBIX SI3BIKOB,
pa3paboTanHbIi 110 3aka3y [leHTarona, Obut ourmansHo HazBaH ADA.

A nenp poxnenuss Anbl JlaBneiic, 10 nexaOpsi, ¢ HEJaBHETO BpPEMEHHU
OTMEUAETCsl KaK HeO(pUUMATbHBINA IEHb ITporpamMmucTa. [4]

1.6 Text V Race to the Moon

1.6.1 Eight sentences have been removed from the text (1.6.2). Choose
from the extracts A-l the one which fits each gap (1-8). There is one extra
sentence which you do not need to use

A On the twentieth anniversary of the Apollo 11mission, President Bush,
imitating Kennedy, announced grandly that the USA should aim to send a man to
Mars before the year 2029.

B But the Americans had still not managed to get a man into orbit.

C Is this vision that some people will be living on the Moon one day any
crazier than the idea, say 50 or 100 years ago, that a man would walk on the Moon?

D Many scientists claim that if human beings are ever forced in the future to
emigrate to another planet, the Moon would be their first choice.

E Members of the public were beginning to express concern at the enormous
cost of the space race.

F Then, on 12 April 1961, the Soviets stole another march on the Americans
when Vostok 1 took Yuri Gagarin for a single orbit around the Earth, becoming the
first man in space.

G The plan was riskier than Von Braun's but it was the one that was eventually
adopted. H By then, scientists hope they will have identified suitable rocks and other
minerals for the construction of the Moon station.

I Millions watched on TV screens all over the world as Armstrong 'took one
small step for man; one giant leap for mankind.

1.6.2 Read and translate the text

On 4 October 1957, the USSR launched into orbit the world's first satellite.
Sputnik 1. It was a tremendous success: the Earth had a new moon and it bore the
letters CCCP. Then the USA launched its first satellite, 5 Explorer 1, on 31 January
1958. Six months later, President Eisenhower created NASA, the National
Aeronautics and Space Administration, which immediately began the Mercury
programme to launch a manned space vehicle. (1)

On 25 May 1961, President John F Kennedy told the US Congress 'that this
nation should commit itself to achieving the goal, before the decade is out, of
launching a man on the Moon and returning him safely to Earth'. The Apollo project
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had been born. (2) That came when an Atlas rocket sent John Glenn into space for
five hours on 20 February 1962.

Behind the scenes, however, NASA was very uncertain about exactly how to
get a man on theMoon. Von Braun favoured sending two rockets into orbit round the
Earth, one to refuel the other, which would then travel to the Moon. But other
scientists at NASA preferred to fire a two-part spacecraft direct to the Moon, where it
would separate, with two crew members descending to the surface while a third
circled the Moon in the other part. When the lunar landing was over, the spacemen on
the Moon would rejoin their companions, leaving their landing vehicle behind. (3)

Finally, on 16 July 1969, Apollo 11 set off for the 30 Moon. The names of the
astronauts on that trip would go down in history: Neil Armstrong, Edwin Buzz Aldrin
and Michael Collins. Neil Armstrong, after four days in space, climbed down the
ladder of the lunar module Eagle, which had landed on the Moon's Sea of
Tranquillity. He stepped off on to the surface of the Moon. (4)

Other visits to the Moon followed. The last time was on 15 December 1972
and it was, as President Nixon had predicted, to be 'the last time in this century that
men will walk on the Moon'. (5) Experts, however, brought him down to earth saying
the President had 'good intentions but they are unrealistic'.

Although NASA has decided to leave the Moon in peace, the same cannot be
said of the private sector. Private space companies such as International Space
Enterprises and General Dynamics, both based in California, will be launching their
first manned space flights to the Moon in the near future. In the long term, they aim
to found the first colonies on the Moon. (6)

The plan looks a bit like this: the first stage will take place in 2010, when robot
explorers will be sent to the Moon to gather information concerning the suitability of
the soil. Ten years later, by which time the ideal area will have been found, astronauts
will arrive to carry out experiments on the spot and they will start building the first
station. (7)

If all goes well, by 2060 the first colony on the Moon will be ready: a huge
space station shaped like an igloo, which will have been equipped with all the latest
technological gadgets. It will also have been furnished to receive its first guests:
several hundred scientists for whom it will be the first home in space. It is not
unlikely that after several decades, or perhaps a century later, these igloos will have
increased in number. (8) [5]

1.7 The Text VI The coming of the robot age

1.7.1 For questions 1-10, read the text below. Use the word given in
capitals to form a word that fits in the space

1 DIRECT

2 DRAMA

3 EXTEND

4 INTELLIGENT
5 ABLE
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6 DEPEND

7 PREDICT

8 EXTINCT

9 LIKE

10 SCIENCE

A few years ago, Hans Moravec, the (1) ___ of the Robot Laboratory in
Pittsburgh, published a book called Mind Children. According to Moravec, the
coming of the robot age will bring (2) ___ changes to the world as we know it. He
predicts that robots will develop to such an (3) ___ that within 50 years machines
with human (44) __ will be common. At first we will benefit from the work that
robots do for us, but gradually, as their (5) ____ increase, they will become more and
more (6) ___ of humans. Moravec also makes the frightening (7) ___ that one day
robots will take over the world and we will face (8) __ . Are these claims in Mind
Children (9) ___ to come true? At present, (10) ___ can create robots which have

their own learned behaviour patterns. However, so far what robots can actually do on
their own is very simple compared to what human life is capable of. [5]

1.8 Text VII The end of intelligence?
1.8.1 Decide whether these statements about the future are true or false

1 Machines will one day be more intelligent than, human beings.
2 Machines will one day be our masters.

3 Robots with human intelligence will be common in 30 years.
4 Machines will destroy the human race one day.

1.8.2 Now read the text and check your answers

'Will machines ever be more intelligent than humans? The answer is dearly,
yes!" So began a lecture given last month to the British Association for the
Advancement of Science by Professor Kevin Warwick of Reading 5 University.

Sounding like a mad scientist from a bad movie, Professor Warwick went on to
draw some worrying conclusions from his prediction. 'If machines can be made as
intelligent as humans,' he said, 'then that's really it for the human race. The machines
will take over and either destroy us or force us to lead a slave-type existence. People
who say it will never happen are not being realistic.'

At first glance, this looks like the fantasy of a man who has spent too long with
toy robots and has lost touch with reality. For perhaps the most worrying thing about
his views on the future of robots and the human race is that many other people
working in artificial intelligence do not think such views are particularly eccentric.

A few years ago, Hans Moravec, the director of the Mobile Robot Laboratory
in Pittsburgh, published a book called Mind Children. He also predicted that robots -
the children of our minds - will be able to develop more quickly than we can to face
the enormous challenges in the larger universe. We humans will benefit for a time
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from their work, but sooner or later, like natural children, they will seek their
independence.

Neither Moravec nor Warwick is writing about the distant future, thousands of
years from now. They both seem to believe that, as Moravec puts it, 'Robots with
human intelligence will be common within 50 years', or as Professor Warwick
claims, machines that are more intelligent than humans will be built 'certainly within
the lifetime of our children'.

Are all the people working in computers mad?

Is there any reason to believe these predictions? 'At present,’ Warwick claims,
'we can make an exact copy of the brain and intelligence of some more primitive
forms, for example insects. We can also create artificial animals with their own
individual behaviour patterns, for example taking on a more defensive or aggressive
role.'

This sounds impressive, but what does it mean in practice? When you move
towards them, they will run away, and when the 'threat' is gone, they will go back
again to what they were doing before, ie charging about randomly. Interesting,
certainly, but it looks like a long step from there to world domination.

Are there any more convincing demonstrations of the intelligence and power of
the 'mind children'? Well, next summer, at the World Robot Championships to be
held at the Royal Concert Hall in Glasgow, we shall perhaps see. [5]

1.8.3 Seven sentences have been removed from the text. Choose from the
sentences A-H the one which fits each gap (1-7). There is one extra sentence
which you do not need to use

A But if Professor Warwick is mad, then so are a lot of his colleagues.

B Children in the 21st century may have their own robot to help out with
homework.

C Or do they know something we don't?

D In it he predicted the coming of the robot age and the end of the human race.

E They hardly pose a threat to the United States Army.

F It means that Warwick and his team have built seven tiny robots, named after
Snow White and the Seven Dwarfs.

G His view is that, ‘If something is superior to us, we will not be top dogs on
Earth anymore.

H Meanwhile we, their aged parents, will fade away.

1.9 Text 8 What is the Internet?

1.9.1 For questions 1 -15, read the text below and think of the word which
best fits each space. Use only one word in each space

The Internet in computer science is an open interconnection of networks that
enables connected computers to communicate directly. (1) is a global, public
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Internet and many smaller, local networks. In 1996 there (2) ____ about 30 million
computers connected via the Internet.

One important service available (3) ____ the public is E-mail (or electronic
mail), which allows a message to (4) ____ sent from one computer to one or more (5)
_____computers. One unique feature of E-mail is the possibility it gives a group (6)
_____people with a common interest to join a mailing list and automatically receive

(7) ___ same mail. The World Wide Web also allows users to create and use
documents (8) ____ are linked across the Internet to form an endless supply of
information (9) ____ almost any subject under the sun. If you are connected to the
Internet, you (10) ____ find particular information or just browse. The Internet
continues (11) ____ grow at about a rate of ten per cent more users a year. It is
believed that (12) ___ 2000, there will be at least 100 million people (13) ___ the
system. That means 100 million people (14) _____, within seconds, be able to contact
(15) ____ other to get and share information anywhere in the world.

What do/would you use the Internet for? What effects will the Internet have on
our lives?[5]

2 Section II New technologies
2.1 Text I Automation and office worker
2.1.1 Read the text and ask your group mates the questions on the text

While the mechanization of office work has been going on for over half a
century, a revolutionary development has taken place in the last twenty years.
Electronic equipment has been applied to virtually all branches of office work and its
use 1s steadily expanding. The most important piece of equipment is the computer. A
great deal of office work can be reduced to simple routine and routine operations are
easy to automate. In some ways office work is easier to automate than the production
of goods: figures and letters have none of the inconvenient natural properties of
materials.

Although automation has been an important subject of discussion, it is often
assumed that it does not differ basically from earlier forms of mechanization. This
assumption is not justified. The early office machines were designed to simplify and
speed up particular operations, and involved little or no change in organization. Both
punched card machinery and electronic equipment necessitate the introduction of a
computably rationalized system of work organization which eliminates many old
jobs. Automation also encourages the trend forward the centralization of
administrative and clerical functions, promoting the development of government,
commercial and educational data processing centers. Further, there are growing
possibilities for small and medium sized firms to use computers will the expansion of
facilities for the hiring of the time on a computer. All this will affect the working life
of an increasing number of office - workers.

The physical environment and working conditions of office — workers have
undergone many changes during last years. The automation of office work does have
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some beneficial effects on the physical environment and working conditions of
employees. Lighting, space and cleanliness requirements are usually specified to
ensure efficiency and low maintenance costs. But there are some unfavorable
consequences. The office environment becomes much more like a factory, with a
constant high level of noise and vibration from the equipment. Employees have to
spend much more time on their feet and the speed with which the equipment operates
frequently entails a rapid, continuous working pace.

Electronic equipment does not produce physical fatigue, as some mechanical
equipment does. However, there is pressure for fast work in the preparation of data to
maximize the volume of work carried out by the equipment.

In the past there have been several changes in the nature of office work and in
the type of skills required of office employees. The early machines eliminated a great
deal of laborious routine work but did not displace skilled work. But the introduction
of automation necessitates an entire reorganization of work procedures and
computably changes the patterns of skill requirements in the office. The impact
depends largely on the previous degree of mechanization. Where a computer system
is introduced directly into a manually operated office, the change will radically alter
the organization of work procedures, produce very different skill requirements and
substantially reduce the size of the staff. Where a computer system is introduced into
an office having punched card machinery, there will not be so many changes and the
reduction in the size of the staff will not be so great. In the automated office there is
no need for a large number of semi — skilled workers. There is a need for a small
number of skilled technical workers. In future the number of this will diminish as the
highly skilled work is simplified and standardized.

Such development raises the problem of training and retraining for
employment in the automated office.

2.1.2 Find the sentence with the main idea of the text

1. Electronic equipment has been applied to virtually all branches of office
work and its use is steadily expanding.

2. Automation is often assumed that it does not differ basically from earlier
forms of mechanization.

3. The automation of office work does have some beneficial effects on the
physical environment and working conditions of employees.

4. In the automated office there is no need for a large number of semi —

skilled workers.

2.1.3 Find the equivalents

1) revolutionary a) much, many, a lot

2) electronic equipment  b) get rid of

3) office work ¢) bringing about fundamental change
4) a great deal of d) effective operation

5) discussion €) computer
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6) to simplify f) something done for another

7) efficiency g) a formal treatment of a topic in speech or writing
8) fatigue h) to diminish

9) employee 1) the temporary loss of power

10) eliminate J) a worker

11) punched card k) a card with holes

2.1.4 Agree or disagree with the following statements

I agree I disagree

I think so I don’t think so

I suppose so I’m afraid I don’t agree...
Certainly I couldn’t agree with...

1 Electronic equipment does not produce physical fatigue, as some mechanical
equipment does.

2 The early machines eliminated a great deal of laborious routine work.

3 Computers did not displace skilled work.

4 In the automated office there is no need for a small number of semi — skilled
workers.

5 Automation encourages the trend towards the centralization of
administrative and clerical functions.

2.2 Text IT What is nanotechnology?
2.2.1 Read the text making notes like this

Things, I already knew ...
Things, I didn’t know...
Things, I don’t understand...

Computers reproduce information at almost no cost.

A push is well underway to invent devices that manufacture at almost no cost,
by treating atoms discretely, like computers treat bits of information. This would
allow automatic construction of consumer goods without traditional labour, like a
Xerox machine produces unlimited copies without a human retyping the original
information.

Electronics is fueled by miniaturization. Working smaller has led to the tools
capable of manipulating individual atoms like the proteins in potato manipulate the
atoms of soil, air and water to make copies of itself.

The shotgun marriage of chemistry and engineering called “Nanotechnology”
is ushering in the era of self-replicating machinery and self-assembling consumer
goods made from cheap raw atoms (Drexler, Merkle paraphrased).

Nanotechnology is molecular manufacturing or, more simply, building things
one atom or molecules at a time with programmed nanoscopic robot arms. A
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nanometer is one billionth of a meter (3 — 4 atoms wide). Unitilizing the well
understood chemical properties of atoms and molecules (how they “stick” together),
nanotechnology proposes the construction of novel molecular devices possessing
extraordinary properties. The trick is to manipulate atoms individually and place
them exactly where needed to produce the desired structure.

The anticipated payoff for mastering this technology is far beyond any human
accomplishment so far...

Technical feasibility includes:

Self — assembling consumer goods

Computers billion of times faster

Extremely novel inventions (impossible today)

Safe and affordable space travel

Medical Nano... virtual end to illness, aging, death

No more pollution and automatic cleanup of already existing pollution

Molecular food syntheses... end of famine and starvation

Access to a superior education for every child on Earth

Reintroduction of many extinct plants and animals

From the introduction of the plenary of Dr. Drexleer at the January’96 program
of the twenty — ninth annual Hawaii International Conference on System Science,
Maui. (An academic meeting of software and systems scientist.)

In a world of information, digital technologies have made copying fast, cheap,
and perfect, quite independent of cost or complexity of the content. What if the same
were to happen in the world of matter?

The production cost of a ton of terabyte RAM chips would be about the same
as the production cost of steel. Design costs would matter, production costs wouldn’t.

By treating atoms as discrete, bit — like objects, molecular manufacturing will
bring a digital revolution to the production of material objects. Working at the
resolution limit of matter, it will enable the ultimate in miniaturization and
performance. By starting with cheap, abundant components — molecules — and
progressing them with small, high — productivity machines, it will make products
inexpensive. Design computers that each executes more instructions per second than
the entire semiconductor CPUs in the world combined.

Research programs are chemistry, molecular biology, and scanning probe
microscopy is laying the foundations for a technology of molecular machine systems.
Focused efforts today are centered in Japan, sponsored by STA and MITI, the US has
a strong position in the basic technologies. It’s time we paid more attention.

Discoverer of Buck balls, chairman of Chemistry and head of the
Nanotechnology Initiative at Rice University, DR. Richard Smalley:
“Nanotechnology will reverse the harm done by the industrial revolution™.

Imagine being able to cure cancel by drinking a medicine stirred into your
favorite fruit juice. Imagine a supercomputer no bigger than a human cell. Imagine a
four — person, surface — to — orbit spacecraft no larger or more expensive than the
family car. These a just a few products expected from Nanotechnology.
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2.2.2 Answer the questions

I What would allow automatic construction of consumer goods without
traditional labor?

2 What is Nanotechnology?

3 How have digital technologies made copying?

4 Where will molecular manufacturing bring a digital revolution to?

5 What are laying the foundations for a technology of molecular machine

6 Where are focused efforts centered in?
7 What will Nanotechnology reverse?
8 Give the examples of products expected from Nanotechnology.

2.2.3 Make a report about Nanotechnology

Reproduce information, automatic  construction, traditional labor,
miniaturization, self — replicating machinery, the desired structure, digital
technologies, research programs, industrial revolution, human cell.

2. 3 Text III Great Strides in Computer Technology
2.3.1 Read the text, translate it

Still faster means of getting at computer-stored information must be developed.
The problems of communicating with the computer are becoming increasingly
apparent. Punch cards, typewriter terminals, and paper tapes ail demand special codes
and computer languages. Such a situation can no longer be accepted, for computers
already calculate at a blinding pace, and their speeds are steadily increasing.

The great leap forward in computer technology was attained in 1947 with the
development of the transistor. Transistors can perform all of the functions of vacuum
tubes but are flea-sized by comparison and require only a fraction as much power to
operate. The transistor is made of a semiconductor, a crystal that conducts electricity
better than glass, though not as well as metal. The manufacture of a transistor starts
with a single pure crystal of semiconductor, such as germanium. The addition of very
small amounts of a chemical impurity such as arsenic introduces excess electrons into
the crystal lattice. These electrons can move easily to carry electricity. Other atomic
impurities such as boron soak up electrons from the lattice and thus create
deficiencies, or holes, -where there are no electrons. The hole, in effect, is a positive
charge, the opposite of a negatively charged electron. Both holes and electrons skip
through the material with ease.

Arsenic- and boron-doped crystals are sliced into wafers and then sandwiched
together so that alternating layers containing either free electrons or holes face each
other. Holes and electrons, carrying opposite electrical charges, are attracted to each
other and a few drift across the junction, creating an electrical field.

By adding electrical contact points to each of the layers in the sandwich, a
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transistor is created.

Current flowing between two of the contact points can be controlled by sending
an electrical signal to a third point. The signal can thus be amplified from fifty to
forty thousand times.

Moreover, the current keeps step with the incoming signal, so that when it is
pumped back out again, the signal is a precisely amplified image of the original
signal.

By 1955 the transistor was replacing the vacuum tube in computers, shrinking
their size and increasing their speed. The transition from vacuum tubes to transistors
was but the first step however. Integrated circuits that combine both amplifiers and
other electrical components on slivers of material far smaller than even transistor are
shrinking the size of the computer still further.

The integrated circuits (1C) conserve space, and they also save time and the
effort of linking up individual components. This means that a quarter-inch chip
containing five or six complete circuits can move information across its route faster
than a transistorized circuit because every element within it is closer that are the
elements of transistors. On the horizon is yet another shrinkage, which will be made
possible by a process, still undeveloped, called large-scale integration, or LSI. An
LSI chip will be only a tenth of an inch square and will carry as many as one hundred
circuits. The difference between an LSI chip and an 1C chip may seem like
hairsplitting, but on such negligible differences are built great strides in computer
technology.

The limiting speed on computers is the speed of light. Computer engineers
used this fact to create a standard measure-the light-foot-by which to clock computer
speeds. It is defined as the distance about twelve inches that light travels in a billionth
of a second.

Miniaturization will narrow the gap between circuits and so reduce the number
of light-feet that must be traversed through the logic circuits. But there are still other
limitations that must be overcome before computer processing will be rapid enough
to satisfy the demands of perfectionists.

2.3.2 Read the passage and answer the question

How many and what steps were there in the computer technology
development?

2.3.3 Look through the passage and find the English equivalents for the
following Russian phrases

C OTPOMHOM CKOpPOCTHIO; TIOCTOSTHHO BO3pACTalOT; OOJBINON CKAa4dOK BIIEPEI;
pasMepoM ¢  0JOXy; XUMHYECKas TPUMECh, H30BITOUYHBIE  DJICKTPOHHBI,
KPUCTAJUTMYECKAs PEIIeTKa; KPHUCTAILI, JETHUPOBAHHBIM MBIIMIBSIKOM; pa3pe3aTh Ha
TIOJTYTIPOBOAHUKOBEIC TIJIACTHUHBI;, TIEPEMEKAIOIITUECS CIION; YKOHOMHUT BPEMS M CHITBI;
MEJIOYHBIA TICAAHTH3M; TMPEHEOPESIKUMO MaJlble paszIudus; OOJIBIINE YCIEXH B
TEXHOJIOTUH; TIpe/ieJIbHasi CKOPOCTD; JIFOAH, 3aHUMAIOIINECs: COBEPIICHCTBOBAHUEM
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2.3.4 Match each word in A with that in B which means the opposite

A. excess, off, purity, subtract, divide, pure, nonsense
B. on, impurity, deficiency, sense, add, multiply, doped

2.3.5 Answer the following questions based on the information found in
the text or on your own experience and thinking

1 How many great leaps forward were made in the development of the
computer technology?

2 What was the technology of the first generation of computers'?

3 Why were the first computers so bulky and speed-limited?

4 When were transistors invented?

5 What were the advantages of transistor technology?

6 What is the technology of a transistor?

7 What further still greater leap forward in the computer technology was
made after 19557

8 What still greater opportunities did the 1C technology provide?

9 What does LSI means?

10  How many circuits does a single LSI chip carry?

11 What other problems do there remain in computer technology?

12 How this problems be solved?

13 Are there still any other limitations that must be overcome before
computer processing will be rapid enough to satisfy the demands of perfectionists?

2.3.6 Think and say about

a) the history of the computer technology
b)  the process of transistor manufacturing
C) the advantages of modern IC and LSI technologies

2.4 Text IV Translation by Computer
2.4.1 Answer the following questions

1 Is it possible to translate using a computer?

2 What characterized the MT output in seventies?

3 What characterizes the MT output nowadays?

4 How many words had been altered by the editor in the post-translation
editing?

2.4.2 Read the text and translate it

There has long been an interest in language translation and, in particular, in the
prospects for automatic translation by computer. In the sixties when the translation
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studies began, there was .already considerable stirring among professional linguists
and others about the efficiency of translation by computer or machine translation
(MT). At that time different modes of translation were compared, that is, human
translators against different versions of MT. Soon the researchers conducting the
studies were able to add to their observations from the output of the latest MT system
that had become operational.

Within a year, they submitted a Russian paper for translation by the then
operational MT system."” However, no analysis of the output was done at that time,
and the material has not been used for a long time. The installation of a new MT
system prompted to have the same Russian paper translated again 7 years later, in the
seventies. The translations were prepared from an English paper containing 1685
words. A professional translator provided a Russian text translated from the English-
text. The Russian was then retranslated into English by MT (the experiment of the
sixties) and remained unedited just as it came out of the computer. Two human
translations by professional linguists (working independently)--were also made in the
sixties. Two versions of the translation by MT (the seventies) were produced, one
being unedited (that is, corrected and revised by a bilingual editor). An additional
human translation was made in the second case.

Two characteristics of MT output are: 1) untranslated words and 2) translated
words that have two or more possible meanings in the target language” (English in
the case). Using each of these characteristics as a crude index of translation
efficiency, differences between the sixties' and the seventies' MT systems were found
to be slight and not consistently favouring one or the other system.

The MT translation of the sixties contained 1.2 % untranslated words and 6.3
% multiple meanings. The MT translation of the seventies contained 2.3 %
untranslated words and 5.3 % multiple meanings. None of the three translations by
linguists contained either type of error. An examination of the post-translation editing
(the seventies MT output) showed that many changes had been made: each of the
approximately 80 sentences had had some editorial modifications, most of them
extensive. About 35 % of the English words printed by the computer had been altered
by the editor. It would be unwise to conclude on a less-than-optimistic note because
of one set of observations. However, if the present data are at all indicative of” the
status of MT, it is apparent that little progress has been made during recent years.

Moreover, I do not know of any demonstrated advantages of MT over human
translations. (Advocates of translation by computer will claim that the seventies' M T
system is still far from perfect.)* Other methods should be applied to determine the
readability of translation. We are now collecting such data.

Y the then operational ... system - meifcCTBOBaBILAS TOT/A ... CHCTEMA

? the target language - 30. sI3bIK, HA KOTOPBIN JIETAETCS MEPEBO]I

3 if the present data are at all indicative of - ecniu 1aHHbIe, CYIIECTBYIOIIUE HA
HACTOSIIIUHA MOMEHT, MOTYT CBUJIETTLCTBOBATH O

Y far from perfect - majieka OT COBEPIIICHCTBA
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2.5 Text V ""AESCULAPIUS"" Diagnoses the Case

2.5.1Read the text, translate it, ask your groupmates any questions on the
text. Be ready to retell the text

A computer complex "Aesculapius" which is able to decode electric
cardiograms and draw appropriate conclusions has started functioning at one of St.
Petersburg's hospitals.

The medical nurse puts electrodes on the patient. She feeds into the computer
data of” the patient's sex, age, arterial pressure and medicines he takes. Then the
system 1is actuated and this statement goes upon the display screen: "Error. Repeat
Input."It appears that the nurse has failed to connect one electrode on purpose,” to
show how "Aesculapius"” fixes the least human errors.

An electric cardiogram is made. The patient hasn't yet had enough time to put
on his clothes when the monitor's screen shows a statement which is immediately
typed out by the printer.

The system includes a portable device for taking electric cardiograms directly
at one's place of work.” According to the program "Health" all persons who are over
forty ought to go in for a medical check—up5 ) of the heart.

Consequently, "Aesculapius" is a good help during mass disease-prevention
check—ups6) that are now introduced at all enterprises. 500 electric cardiograms—a
month's working load of a doctor” — are decoded by the computer within 12
hours.As regardsg) the accuracy of diagnosis, in 90 cases out of 100 the computer
satisfactorily investigates the actual condition of the heart. If the computer states that
the patient's heart is in a bad way” the doctors recheck this diagnosis by all means.'”

The system was developed by the workers of the specialized design bureau
"Biophyzpribor" jointly with the cardiologists of the Kirov Military Medical
Academy.

2.5.2Answer the questions

1 What is "Aesculapus" able to do?
2 Where was the system developed by?

Y AESCULAPIUS —Dckymnar;

? feeds into the computer data of - BBOZHT B KOMITBIOTE JAHHBIE 110;

3 on purpose - HaMEpPEHHO, HAPOUHO;

D at one's place of work - Ha pabore;

) go in for a medical check-up - npoxoAUTs METUIUHCKUIA OCMOTP;

9 mass disease-prevention check-ups - MaccoBbie mNpodUTAKTUIECKUE
MEJ0CMOTPBI;

7 a month's working load of a doctor - MecsidHasi Harpy3Ka Bpaya;

» As regards - 4TO KacaeTcs;

? the patient's heart is in a bad way - cepaiie 60JbHOTO B TNIOXOM COCTOSIHUU;

1
9 by all means — 0Gs13aTeIBHO.
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3 What does the nurse feed into the computer?

4 What does the system include for taking electric cardiograms directly at one's
place of work?

5 When do the doctors recheck the diagnosis by all means?

6 What does "Aesculapius" fix?

2.5.3 Retell the text
2.6 Text VI A Smarter Way to Fly
2.6.1 Read the text. Underline the main idea of the text

Until recently, Lufthansa maintenance crews overhauled” the engines of the
airline's Airbus A310 after every 3,000 hours of flight to make sure they were
running properly.” Now, however, mechanics need to disassemble the huge engines
only when a part must be replaced.

A new computer system aboard each jet monitors its engines in the air, letting
technicians know when the engines may be in need of repair.

Its "brain" is contained in a small case about the size of a portable typewriter.
Sensors placed in each jet engine transmit more than 50 different measurements to
the computer, called a propulsion multiplexer.3)

The data includes pressure and temperature information, engine rotation, fuel
flow and vibrations. The multiplexer compiles the information, and a thermal printer‘”
in the cockpit prints the results every four hours.

When the plane lands, the data is transmitted to the airline's main computer in
Frankfurt, where it is evaluated. If the AIDS” system finds signs of trouble, it
transmits those data first, alerting technicians to needed repairs.

2.7 Text VII Computer-Controlled Irrigation

2.7.1 Read the text, retell it

A computer has been put in control of a major irrigation system supplying
water to one hundred thousand hectares in the Fergana Valley, in Uzbekistan. With

the help of automatic and remote-control devices, the computer runs pumping
stations, hydro schemes and canals.

Yto overhaul - pa3Gupats st peMoHTa

? to make sure they were running properly - 4ToGBI yGEAUTBCS, UTO OHH
paboTarT UCTIPABHO

) propulsion multiplexer - kKOMMyTarop (MYJBTHILIEKCOP) PEAKTUBHOIO
JBUTATEIIS

¥ thermal printer - TepMorpaguyeckoe nevarariiee yCTpoucTBo

> AIDS = Aerobus Indicating Data System - cuctema JaHHBIX a3poOyca
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Proceeding from stored information of agricultural land and water resources, as
well as from real-time data derived from outlying control stations the computer
determines the optimum irrigation regimen. Each field receives as much water as it
needs. The computer takes mere seconds to evaluate an emergency situation and
switch off the right part of the automatic control system.

A unified system to control water resources is now under construction in
Uzbekistan. It already incorporates 45 automated irrigation networks in various
regions of this Central Asian Republic.

2.8 Text VIII Boy's Best Friend
2.8.1 Read some fact about Isaac Asimov

Isaac Asimov is America's best-known writer of popular science and a great
popularizer of science for non-technical readers. He has written more than one
hundred books.

I. Asimov was born in Russia in 1920 and came to America with his parents as
a three-year-old boy. He finished school at the age of 15 and became a researcher in
chemistry at the Columbia University. He published his first science-fiction story in
1938. During World War II I. Asimov worked as a military research engineer, and
then served in the army. After the war he returned to Columbia to get a Ph. D. in
chemistry in 1948. He wrote several textbooks and lectured on biochemistry at the
Boston University School of Medicine In 1958 he gave up the classroom to become a
full-time writer.

Many of I. Asimov's books are translated into Russian; they are very popular
with Russian readers.

2.8.2 Read, translate the text Boy s Best Friend (After I. Asimov)

Mr. Anderson said, "Where's Jimmy, dear?"

"Out on the crater," said Mrs. Anderson. "He'll be all right. Robutt is with him.
- Has he arrived?"

"Yes. He's at the rockets station, going through the tests. Actually, I can hardly
wait to see him myself. I haven't really seen one since I left Earth 15 years ago. You
can't count films."

"Jimmy has never seen one," said Mrs. Anderson. "Because he's Moonborn
and can't visit Earth. That's why I'm bringing one here. I think it's the first one ever on
the Moon."

"It cost enough," said Mrs. Anderson with a small sigh.

"Maintaining Robutt isn't cheap, either," said Mr. Anderson Jimmy was out on
the crater, as his mother had said. By Earth standards, he was thin, but rather tall for a
10-year-old. His arms and legs were long. He looked thicker with his spacesuit on,
but he could handle the lunar gravity as no Earthborn human being could. His father
couldn't begin to keep up with him when Jimmy stretched his legs and went into the
kangaroo hop.
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The outer side of the crater sloped southward and Earth, which was low in the
southern sky (where it always was, as seen from Lunar City), was nearly full, so that
the entire crater slope was brightly lit.

The slope was a gentle one and even the weight of the spacesuit couldn't keep
Jimmy from racing, up it in a floating hop that made the gravity seem nonexistent.

"Come on, Robutt," he shouted.

Robutt, who could hear him by radio, squeaked and ran after.

Jimmy, quick as he was, couldn't outrace Robutt, who didn't have a spacesuit,
and had four legs and muscles of steel. Robutt sailed over Jimmy's head, turning over
and landing almost under his feet.

"Don't show off, Robutt," said Jimmy, "and stay in sight."

Robutt squeaked again, which meant, "Yes."

"I don't trust you, liar," shouted Jimmy, and he made one big jump that carried
him over the crater.

The Moon sank under his feet and at once it was dark all around him. But the
ground was smooth and Jimmy knew the exact location of every one of the few
rocks.

And then it wasn't dangerous racing through the dark when Robutt was there
with him, jumping around and glowing. Even without the glow, Robutt could tell
where he was. and where Jimmy was, by radar. Once Jimmy had lain still and
pretended he was hurt and Robutt had sounded the radio alarm and people from
Lunar City got there in a hurry. Jimmy's father let them hear about that little trick and
Jimmy never tried it again.

Just as he was remembering that, he heard his father's voice by radio. "Jimmy,
come back. I have something to tell you."

...Jimmy was out of his spacesuit now and washed up. You always had to wash
up after coming in from outside. Robutt stood there on all fours. His body was foot-
long, he had a small head, no mouth and two large glass eyes. He squeaked until Mrs.
Anderson said, "Quiet, Robutt."

Mr. Anderson was smiling. "We have something for you, Jimmy. It's at the
rocket station now, but we'll have it tomorrow after all the tests are over. I thought I'd
tell you now."

"From Earth, Dad?"

"A dog from Earth, son. A real dog. The first dog on the Moon. You won't
need Robutt any more. We can't keep them both, you know, and some other boy or
gir] will have Robutt."

He waited for Jimmy to say something, then he said, "You know what a dog is,
Jimmy? It's the real thing. Robutt is only a mechanical imitation!"

Jimmy thought a little. "Robutt isn't an imitation, Dad. He's my dog."

"Not a real one, Jimmy. Robutt's just steel and wiring and a simple electronic
brain. It's not alive."

"He does everything I want him to do, Dad. He understands me. Sure, he's
alive."

"No, son. Robutt is just a machine. It's just programmed to act the way it does.
A dog is alive. You won't want Robutt when you have the dog."
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"The dog will need a spacesuit, won't he?"
"Yes, of course. But it will be worth the money and he'll get used to it. And
he won't need one in the City."

Jimmy looked at Robutt who was squeaking again. Jimmy held out his arms
and Robutt was in them in one Jump. Jimmy said, "What will the difference be
between Robutt and the dog?"

"It's hard to explain," said Mr. Anderson, "but it will be easy to see. The dog
will really love you. Robutt is simply adjusted to act as though it loved you."

"But, Dad, we don't know what's inside the dog, or what his feelings are.
Maybe, it's just acting, too."

Mr. Anderson thought a little. "Jimmy, you'll know the difference when you
experience the love of a living thing."

Jimmy held Robutt in his arms. He said, "But what does it matter why they act
so? How about how I feel? I love Robutt and that is important!"

And the little robot squeaked again. His squeaks were happy. [6]

2.9 Text IX Limiting Factor (After CL. D. Simak)
2.9.1 Read the text about Clifford D. Simak, translate it

Clifford Simak is a well-known American science fiction writer. The son of a
farmer, C. Simak was born in 1904 in the state of Wisconsin. Upon graduating from
the University he was by turns a teacher and the editor of a provincial paper. He
began to write in the 30s and soon gained popularity. C. Simak is an excellent story-
teller. His stories and novels are marked for sudden twists of plot, deep psychological
characteristics of personages and subtle humour. The writer follows a new trend in
science fiction as he turns the industrial epoch into a fairy-tale. He makes fun of
practically-minded people and takes the reader to a land of romance.

Simak's main idea is the problem of contacts between intelligent civilizations
in distant planets of the Universe. C. Simak's works are translated into many
languages of the world. For example, his novel "The Goblins' Reserve" was published
in Russian. "Limiting Factor" is a short story ™ which a gigantic computer is
described.

2.9.2 Read the text, translate it, and answer the question: Was the author
right in describing the future?

First, there were two planets robbed of their ores mined and gutted and
deserted. Then there was a planet with a fairy city, a place of glass and plastic so full
of beauty that it hurt one's eyes to look. But there was just this one city. There was no
other sign of habitation on the whole planet. And the city was deserted. Perfect in its
beauty but hollow as a laugh. Finally, there was a metal planet, third outward from
the sun. Its whole surface was polished as a bright steel mirror. And it shone by
reflected light, like another Sun.

"I can't get over the conviction,'

said Duncan Griffith, "that this place is no
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more than a camp."

"I think you're crazy," Paul Lawrence told him sharply.

"It may not, look like a camp," said Griffith stubbornly, "but it meets the
definition."

"It looks like a city to me," Lawrence told himself. "It always has, from the
first moment that I saw it. A big city that would take man a thousand years to build."

"What I can't understand," he said aloud, "is why "it is deserted."

"They up and went away," Griffith told him. "And they did it because it wasn't
really home to them. It was just a camp, and it held no traditions and no legends.
That's why those who built it could leave it easily enough."

"A camp," Lawrence returned, "is just a stopping place. A temporary habitation
that you knock together and make as comfortable as you can with the things at hand."

"So?" asked Griffith.

"These people did more than stop here," Lawrence said.

"That city wasn't knocked together. It was planned and built ~ with  loving
care."

"From a human standpoint, yes," said Griffith. "But you're dealing here with
non-human standards."

Lawrence squatted and plucked at a grass stem. He stuck it between his teeth,
and chewed on it thoughtfully. He looked at the silent, empty city that lay before
them under the bright noonday sun. Griffith squatted down beside him.

"Don't you see, Paul," he said, "that it has to be a temporary habitation? There
1s no sign of any previous culture on the planet. No relics of simple primitive art.
King and his expedition went over it, and there wasn't anything. Nothing but the
city— a fairy city at that. Think of it—first there'd be a tree to huddle under when it
rained. Then a cave to huddle in when night came down. After that there'd be a tent or
a hut. Then three huts, and you had a village."

"I know," Lawrence said. "I know."

"A million years of living," Griffith continued. "Ten thousand centuries before
a race could have built a fairyland of glass and plastics. And those million years of
living wasn't done on this planet. A million years of living leaves scars upon a planet.
And there aren't any scars. This planet is quite new."

"You're convinced they came from somewhere else, Dune?" Griffith nodded.
"They must have." "From Planet Three, perhaps." "We can't know that. Not yet."

"Maybe never," Lawrence said. He spat out the blade of grass.

"This system," he said, "is like a cheap detective story. Everywhere you turn
you stumble on a clue, and every clue is misleading. Too many mysteries, Dune. This
city here, the metal planet, the gutted planets".

"I have a feeling there's a tie between it all," said Griffith. Lawrence shrugged
his shoulders.

Footsteps were heard behind them and they came to their feet, turning towards
the sound. It was Doyle, the radioman, hurrying towards them from the scout
spaceship.

"Sir," he said to Lawrence, "I just had Taylor out on Planet Three. He asks if
you won't come. It seems they've found a door."
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"A door!" said Lawrence. "A door into the planet! What did they find
inside?"

"He didn't say, sir."

"He didn't say!"

"No. You see, sir, they can't open it."

The door wasn't much to look at. There were twelve holes in the planet's
surface, grouped in four groups of three each. And that was all. You could not tell
where the door began or where it ended.

"There is a crack," said Taylor, "but you can hardly see it with a magnifying
glass. Even under magnification it's no more than a hairline. The door's machined so
perfectly that it's practically one piece with the surface. For a long time we did not
even know it was a door. We sat around and wondered what the holes were for.

"Scott found it. He was just skating around and saw those holes. You'd never
have found it except by accident."

"And there's no way to open it?" asked Lawrence.

"None that we have found. We tried sticking our fingers and lifting it. You
might as well have tried to lift the planet. And anyhow, you can't get much purchase4
here. Can't keep your feet under you. This stuff's so smooth you can hardly walk on
it. You don't walk, in fact, you skate."

"I know," said Lawrence. "I put the lifeboat down as easy as I could, and we
skidded forty miles or more."

"Ice 1s rough as compared to this stuff," Taylor put in.

"About this door," said Lawrence, "has it occurred to you it might be a
combination?"

Taylor nodded. "Sure, we thought of that. And if it is, we haven't got the
slightest chance: just the same we couldn't guess the right number.

"You checked?"

"We did," said Taylor. "We stuck a camera tentacle down into those holes and
we took all kinds of shots. Nothing.

Absolutely nothing. Eight inches deep or so. Wider at the bottom than the top
— and smooth. No secret mechanism.

"We managed to saw out a piece of metal so that we could test it. Used up
three blades getting it out. It's steel, but alloyed with something else — and the
molecular structure is quite puzzling."

"Unlike any other metal we know?" said Lawrence. "Yeah. I skated the ship
over here. We hooked up a derrick " tried to lift the door. The ship swung like a
pendulum and the door stayed put."

"There's just one thing to do," Lawrence told the men. "Yeah, we know—to
blow it up," Taylor replied. "But I hate to do it. It means to admit we're beaten." "We
can't just sit around," said Lawrence.

"No," said Taylor with a sigh. "No, we can't. I hope it works." It did. The
explosion ripped the door free and threw it into space. It came down a mile away and
slid across the smooth surface out of sight. A metal ramp, its upper ten feet twisted by
the explosive force, wound downward like a circular staircase. Nothing came out of
the hole. No sound or light or smell. Seven men went down the ramp to see what they
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could find. The others waited round the hole.

It was machinery. There were shafts and spools, disks and banks of shining
crystal cubes. There might have been tubes, although one couldn't be sure.

They had come down, the seven of them, twisting along the ramp, and always
there was the machinery that glistened like a silvery Christmas tree in the rays of the
helmet lights. One might think the metal had been polished no more than an hour
before. But when Lawrence leaned over the side of the ramp and ran his fingers along
a shining shaft, the fingers came back dusty — with a dust which had collected there
for many countless ages. The machinery was motionless and still, and there were
miles, of it, always the same, stretching away on every side as far as the lights could
reach. Finally the ramp had ended on a landing, with the spidery machinery far above
them for a roof, and strange-looking furniture arranged upon the floor. They stood for
a while in silence, looking around.

"An office," said Duncan Griffith at last. "Or a control room," said Ted
Buckley, the mechanical engineer.

"It might be their living quarters," Taylor said. "A machine shop, perhaps,"
suggested Jack Scott, the mathematician.

"Hasn't it occurred to you," asked Herbert Anson, the geologist, "that it might
be none of these? It might be some thing which is not related to anything we know."

"All we can do," said Spencer King, the archeologist, "is to translate it into the
terms we know. My guess is that it could be a library."

Lawrence thought: there were seven blind men, and they happened to come
upon an elephant. He said, "Let's look. If we don't look, we'll never know."

They looked and saw a row of cabinets having the shape of cubes. There was
half a mile of those cabinets stretched out there.

"Hey,' said Buckley, "this thing is light. Someone give me a hand."

Scott stepped forward quickly, and between them they lifted one of the
cabinets off the floor and shook it. Something rattled inside it. They put it down
again.

"There is something in there,' said Buckley breathlessly. »Yes, said King. "It is
a filing cabinet. No doubt of that. And there's something in it."

"It won't do us much good,' said Taylor, "if we can't get at it. You can't tell
much about it by just listening to it while you fellows shake it."

"That's easy,' said Griffith."You say the magic words and the sesame opens."

Lawrence shook his head. "Cut out your humour, Dune. This is serious
business. Any of you got an idea how the thing is made?"

"It couldn't be made," Buckley put in. "It simply wasn't made. You can't take a
sheet of metal and make a cube of it and not have any seams."

"Remember the door up on the surface,’ Anson reminded him. “We couldn't see
anything there, either, until we got a magnifying glass. That cabinet opens somehow.
Someone opened it at one time—to put in whatever rattled when you shook it."

"And they wouldn't have put something in there," said Scott, "If there was no
way to get it out."
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"We could rip it open," said King. "Get a torch." Lawrence stopped him.
"We've done that once already. We had to blow up the door. Let's shake some more
of those cabinets."

They shook a dozen more. There wasn't any rattle. There was nothing in the
other cabinets.

"Let's get out of here,' said Anson. “This place gives me the creeps. Let's go
back to the ship and sit down and talk it over. We'll go crazy racking our brains down
here. Take those control panels over there."

“Maybe they aren't control panels,” Griffith reminded him. "We must be
careful not to jump at any conclusions."

"Indeed, they have no markings," Taylor broke in. "A control panel would have
dials or lights or something you could see."

"I have a feeling," said Lawrence, "that we are getting nowhere."

King said, "We'll have to map out some orderly plan of exploration. Take first
things first."

Lawrence nodded. "We'll leave a few men on the surface, and the rest of us
will come down here and set up camp. We'll work in groups and we'll cover the
situation as swiftly as we can—the general situation. After that we can fill in the
details."

"What comes first?" asked Taylor.

"Let's find out what we have," suggested King. "A planet or a machine."

"We'll have to find more ramps," said Taylor. "There must be other ramps."

Scott spoke up. "We should try to find out how extensive this machinery is.
How much space it covers."

"And find if the machine's running," said Buckley. "What we saw wasn't,"
Lawrence told him. "What we saw," Buckley declared, "may be no more than one
corner of a huge machine. All of it mightn't work at once. Once in a thousand years or
so a certain part of the machine might be used and then only for a few minutes or
even seconds."

"Somehow," said Griffith, "we should try to make at least a guess what the
machinery's for. What it does. What it produces."

It was a planet all right. They found the planetary surface— twenty miles
below. Twenty miles through the twisting maze of shining dead machinery. There
was air, almost as good as Earth's. So they set up camp on the lower level glad to get
rid of space gear and live as normal people. But there was no light, and there was no
life. Not one living being, not even an insect. And yet life had once been there. The
ruined cities told the story of that life. King said it was a culture very much like that
of twentieth-century Earth.

Duncan Griffith squatted beside the small atomic stove, spreading out his
hands over it.

"There isn't much doubt, is there," he said turning his head to Scott, "that it's
nothing but machinery?" [7]
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3 Section III What's the news?
3.1 Text I What is Nanotechnology?
3.1.1 Read the text

So what is nanoscience and technology?

Nanoscience involves research to discover new behaviors and properties of
materials with dimensions at the nanoscale which ranges roughly from 1 to 100
nanometers (nm). Nanotechnology is the way discoveries made at the nanoscale.
Nanotechnology is more than throwing together a batch of nanoscale materials—it
requires the ability to manipulate and control those materials in a useful way.

What is special about the nanoscale?

In short, materials can have different properties at the nanoscale— some are
better at conducting electricity or heat, some are stronger, some have different
magnetic properties, and some reflect light better or change colors as their size is
changed.

Surface area

Nanoscale materials also have far larger surface areas than similar volumes of
larger scale materials, meaning that more surface is available for interactions with
other materials around them.

Why is surface area important?

Compare a piece of gum chewed into a wad with stretching that gum into as
thin a sheet as possible. The surface, or area visible on the outside, is much greater
for the stretched out gum than for the wad of gum. The stretched out gum will likely
dry out and become brittle faster than the wad since the sheet has more contact at the
surface with the air moving around it.

How small is a nanometer?

It's defined as one billionth of a meter. How small is that? Some ways to think
about just how small a nanometer is:

. A sheet of paper is about 100,000 nanometers thick.

. Blond hair is probably 15,000 to 50,000 nanometers in diameter, but
black hair is likely to be between 50,000 and 180,000 nanometers.

. There are 25,400,000 nanometers in an inch.

. A nanometer is a millionth of a millimeter.

See The Scale of Things and Three Examples at the Nanoscale

Where are nanoscale materials found?

If scientists can create artificial spider silk economically, the superstrong,
lightweight materials could be used in sports helmets, armor, tethers and other
products. Nanoscale materials and effects are found in nature all around us. Nature's
secrets for building from the nanoscale create processes and machinery that scientists
hope to imitate. Researchers already have copied the nanostructure of lotus leaves to
create water repellent surfaces used today to make stain-proof clothing, other fabrics,
and materials. Others are trying to imitate the strength and flexibility of spider silk,
which is naturally reinforced by nanoscale crystals.
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Many important functions of living organisms take place at the nanoscale. Our
bodies and those of all animals use natural nanoscale materials, such as proteins and
other molecules, to control our bodies’ many systems and processes. A typical
protein such as hemoglobin, which carries oxygen through the bloodstream, is 5
nanometers, or 5 billionths of a meter, in diameter.

Nanoscale materials are all around us, in smoke from fire, volcanic ash, sea
spray, as well as products resulting from burning or combustion processes. Some
have been put to use for centuries. One material, nanoscale gold, was used in stained
glass and ceramics as far back as the 10th Century. But it took 10 more centuries
before high-powered microscopes and precision equipment were developed to allow
nanoscale materials to be imaged and moved around.

What is nanoscale behavior?

At the nanoscale, objects behave quite differently from those at larger scales.
Gold at the bulk scale, for instance, is an excellent conductor of heat and electricity,
but not of light. Properly structured gold nanoparticles, however, start absorbing light
and can turn that light into heat, enough heat, in fact, to act like miniature thermal
scalpels that can kill unwanted cells in the body, such as cancer cells.

Other materials can become remarkably strong when built at the nanoscale. For
example, nanoscale tubes of carbon, 1/100,000 the diameter of a human hair, are
incredibly strong. They are already being used to make bicycles, baseball bats, and
some car parts today. Some scientists think they can combine carbon nanotubes with
plastics to make composites that are far lighter, yet stronger than steel. Imagine the
fuel savings if such a material could replace all the metal in a car! Carbon nanotubes
also conduct both heat and electricity better than any metal, so they could be used to
protect airplanes from lightning strikes and to cool computer circuits.

Introduction

Nanotechnology is an exciting area of scientific development which promises
‘more for less’. It offers ways to create smaller, cheaper, lighter and faster devices
that can do more and cleverer things, use less raw materials and consume less energy.
There are many examples of the application of nanotechnology from the simple to the
complex. For example, there are nano coatings which can repel dirt and reduce the
need for harmful cleaning agents, or prevent the spread of hospital-borne infections.
New-generation hip implants can be made more ‘body friendly’ because they have a
nanoscale topography that encourages acceptance by the cells in their vicinity.
Moving on to more complex products, a good example of the application of
nanotechnology is a mobile phone, which has changed dramatically in a few years —
becoming smaller and smaller, while paradoxically, growing cleverer and faster — and
cheaper!

What is Nanotechnology?

Nanotechnology originates from the Greek word meaning “dwarf”. A
nanometre is one billionth (10”°) of a metre, which is tiny, only the length of ten
hydrogen atoms, or about one hundred thousandth of the width of a hair! Although
scientists have manipulated matter at the nanoscale for centuries, calling it physics or
chemistry, it was not until a new generation of microscopes were invented in the
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nineteen eighties in IBM, Switzerland that the world of atoms and molecules could be
visualized and managed.

In simple terms, nanotechnology can be defined as ‘engineering at a very small
scale’, and this term can be applied to many areas of research and development —
from medicine to manufacturing to computing, and even to textiles and cosmetics. It
can be difficult to imagine exactly how this greater understanding of the world of
atoms and molecules has and will affect the everyday objects we see around us, but
some of the areas where nanotechnologies are set to make a difference are described
below.

From Micro to Nano

Nanotechnology, in one sense, is the natural continuation of the miniaturization
revolution that we have witnessed over the last decade, where millionth of a metre
(10 '6m) tolerances (microengineering) became commonplace, for example, in the
automotive and aerospace industries enabling the construction of higher quality and
safer vehicles and planes. It was the computer industry that kept on pushing the limits
of miniaturization, and many electronic devices we see today have nano features that
owe their origins to the computer industry — such as cameras, CD and DVD players,
car airbag pressure sensors and inkjet printers.

New applications

Because of the opportunities nanotechnology offers in creating new features
and functions, it is already providing the solutions to many long-standing medical,
social and environmental problems. Because of its potential, nanotechnology is of
global interest. It is attracting more public funding than any other area of technology,
estimated at 3.8 billion euros worldwide in 2005. It is also the one area of research
that is truly multidisciplinary. The contribution of nanotechnology to new products
and processes cannot be made in isolation and requires a team effort, which may
include life scientists — biologists and biochemists - working with physicists,
chemists and information technology experts. Consider the development of a new
cochlear implant, and what that might require - at least a physiologist, an electronic
engineer, a mechanical engineer and a biomaterials expert. This kind of teamwork is
essential, not only for a cochlear implant, but for any new, nano-based product
whether it is a scratch-resistant lens or a new soap powder.

Nano scientists are now enthusiastically examining how the living world
‘works’ in order to find solutions to problems in the 'non-living' world. The way
marine organisms build strength into their shells has lessons in how to engineer new
lightweight, tough materials for cars; the way a leaf photosynthesizes can lead to
techniques for efficiently generating renewable energy; even how a nettle delivers its
sting can suggest better vaccination techniques. These ideas are all leading to what is
termed ‘disruptive’ solutions, when the old ways of making things are completely
overtaken and discarded, in much the same way as a DVD has taken over from
videotape, or a flat screen display from a cathode ray tube.

Nanotechnologies for Medical Applications

In the past, medical treatments have been, rather like medieval architecture, the
result of adopting those techniques that worked and discarding those that didn’t.
Today, the improved knowledge of how the body functions at the cellular, or ‘nano’,
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level is leading to many new and better medical techniques. For example, we know
that the earlier a disease can be detected, the easier it is to remedy. To achieve this,
research i1s focussing on introducing into the body specially designed nanoparticles,
which are composed of tiny fluorescent ‘quantum dots’ that are ‘bound’ to targeting
antibodies. These antibodies can bind in turn to diseased cells, and when this
happens, the quantum dots fluoresce brightly. This fluorescence can then be picked
up by new, specially developed, advanced imaging systems, enabling the accurate
pinpointing of a disease even at a very early stage.

Nanotechnology is also leading to faster diagnosis. Diagnosis can be a lengthy
and stressful business, often with a test sample having to be sent away for analysis,
with the results taking several days or even weeks to arrive. Nanotechnology is
enabling much faster and more precise diagnosis, as many tests can be built into a
single, often palm-sized device that only requires tiny quantities of sample. This
device is sometimes called a ‘lab-on-a-chip’, and samples can be processed and
analysed so rapidly that the results can be read out almost instantaneously.

People often complain that the cure for a disease can feel almost as bad as the
disease itself, as prescription drugs may have unpleasant (and if we are very unlucky,
sometimes even fatal!) side effects. This is because the body needs to be flooded with
very high doses of a drug in order to ensure that a sufficient volume reaches the site
of the disease. Accurate targeting of the drug can now be achieved, using specially
designed drug-carrying nanoparticles. This also means that much smaller quantities
of a drug are necessary, so it is less toxic to the body. The drug is then activated only
at the disease site (such as a tumour) by light or other means, and the progress of the
cure can also be monitored by the imaging techniques described above.

Nano for the Environment

Nanotechnology offers some really exciting breakthroughs in environmentally
friendly technologies from extracting renewable energy from the sun to the
prevention of pollution. Geoffrey Sacks, the American Economist, in his 2007 BBC
Reith lectures entitled ‘Bursting at the Seams’, commented: “The fate of the planet is
not a spectator sport”. He continued “ We live in an interconnected world, where all
parts of the world are affected by what happens in all other parts”.

There is no doubt that the pressures we are putting on the planet are leading to
potentially catastrophic consequences. In the developed world, we have grown
accustomed to using our car to go to the local shops, take weekend cruises and even
day trips to far-flung places that might have taken three or more months to reach
before air travel became commonplace. We like our vegetables and fruit out of
season, and increasingly expect to eat meat at least once, if not twice a day. We
haven’t thought about the effects of these activities on the planet, which in the past
could absorb our excesses, but with the ongoing destruction of the rainforest (which
is responsible for 25 % of carbon emissions!) and the population of the world
reaching over 6.3 billion, the earth is showing signs of being unable to bounce back
from the demands we are placing on it.

So what can we do to limit the damage and ensure a future for our children?
Firstly, the bad news. The fossil fuel that oils our everyday lives is responsible for 44
% of the carbon dioxide we emit annually — and rising! The good news is that the
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energy from sunlight is sufficient to meet our needs ten thousand times over. Today,
more efficient and cheaper solar energy collectors are in the process of being
developed using nanotechnology; these could be deployed as small units in our
homes. They work particularly well in diffuse light, so would suit even less sunny
climates. This would have the benefit of not sterilizing precious land (a diminishing
resource for food), and quickly improve the quality of many people’s lives, especially
in poorer housing or in the less developed world.

Not only do we need new ways of generating energy, we need better ways of
storing it. Nanotechnology is leading to improved, environmentally-friendly batteries
and supercapacitors. We also need to reduce damage to the environment. Particularly
toxic are those chemicals we use as solvents. Nanotechnology is leading to their
eradication through the development new nanocoatings and nano structured surfaces
that can effectively repel dirt and other contaminants. Coating metals to prevent
corrosion also seriously affects the environment. Many anti-corrosion coatings
involve chromium and cadmium, deadly substances, which the EU is seeking to limit.
Of course, vehicle and component producers are keen to find alternatives, as
recycling of toxic compounds is costly and unpleasant, andnew smart nanocoatings
are in the process of being developed that are non-toxic and highly effective. Serious
contamination of the environment with heavy metals and other pollutants are thrown
into the atmosphere from the fumes and smoke being emitted from industrial
processes. It is encouraging to note that most of these of these particles and gases
(including carbon dioxide) can be ‘scrubbed’ out - and even reclaimed and reused,
using specially functionalised nanomaterials, placed in the waste gas stream. Finally,
given the old adage, if you can’t measure it, you can’t control it, fast, accurate, in-situ
and online pollution monitoring is essential. New, cheap nanosensors are being
developed from techniques used in medicine, that will enable us to do this quickly,
effectively and cost effectively.

Nanomaterials

There are many fascinating examples of nanotechnology applications in new
materials. For example, polymer coatings are notoriously easily damaged, and
affected by heat. Adding only 2% of nanoparticulate clay minerals to a polymer
coating makes a dramatic difference, resulting in coatings that are tough, durable and
scratch resistant. This has implications for situations where a material fits a particular
application in terms of its weight and strength, but needs protection from an external,
potentially corrosive environment - which a reinforced polymer nanocoating can
provide. Other nanocoatings can prevent the adherence of grafitti, enabling them to
be easily removed by hosing with water once the coating has been applied. This has
the important knock-on effect of improving urban environments, making them more
attractive to bona fide citizens and less encouraging to criminals. These kinds of
coatings, invented in Mexico, have been shown to work well in parts of Mexico City,
transforming seedy crime-ridden neighbourhoods into increasingly respectable
suburbs.

Nanoparticles

Particles at the nanoscale are below the wavelength of visible light, and
therefore cannot be seen. Consequently, they can impart new properties while being
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invisible themselves! Fluorescent nanoparticles, or quantum dots (mentioned earlier)
have a whole range of possible applications. They are invisible until ‘lit up’ by
ultraviolet light, and can even be made to exhibit a range of colours, depending on
their composition and size. Such nanoparticles are ideal for crime prevention, where
goods can be invisibly ‘tagged’ , preventing counterfeiting; stolen goods can be
traced by their invisible ‘bar code’ and illict drugs by the fact they have no legal
identification. In some countries, cheap agricultural fuel is ‘laced” with harmless
nanoparticles, making it easy for police to identify a stolen consignment, merely by
using ultraviolet light.

Nanoparticles can seem to be quite strange as they have new and unusual
properties that are not obvious in the corresponding bulk material. This is because a
nanoparticle has a large surface area in relation to its size, and is consequently highly
reactive. This is exemplified by the fine grained materials that we use in our daily
lives, such as flour, which can become explosive in some circumstances.
Applications of nanoparticles include nanoparticulate titanium dioxide for
sunscreens, and it also acts as a photocatalytic agent in coatings that can be applied to
stay-clean windows, causing the dirt to be oxidized and easily washed away by rain.

Carbon Nanotubes — The Miracle Material of the 21st Century?

Carbon nanotubes are a recently discovered unique material possessing
amazing electronic, thermal, and structural properties They are highly conductive
both to electricity and heat, with an electrical conductivity as high as copper, and a
thermal conductivity as great as diamond. They offer amazing possibilities for
creating future nanoelectronic devices, circuits and computers. Carbon nanotubes also
have extraordinary mechanical properties - they are 100 times stronger than steel,
while only one sixth of the weight. These mechanical properties offer huge
possibilities, for example, in the production of new stronger and lighter materials for
military, aerospace and medical applications. Other applications include lubricants,
coatings, catalysts and electro-optical devices.

The cost, purification, separation of nanotube types (Single Walled NanoTubes
from Multi Walled NanoTubes), constraints in processing and scaling up and
assembly methods are still hurdles for some applications. However, there are already
products containing nanotubes on the market, for example, in some tennis racquets
nanotubes are used to reinforce the frame and improve the racquet's ability to absorb
shocks. Carbon nanotubes can also be mixed with many different materials such as
plastics and textiles, for example to produce lightweight bullet-proof vests.
According to engineers at the Fraunhofer Technology Development Group in
Stuttgart the greatest potential for creating new products lies in harnessing the
electrical properties of lightweight and robust nanotubes to generate heat.
Applications range from electric blankets to heatable aircraft wings that no longer ice
up, to ‘wallpaper’ heating for cold walls.

Textiles

The textile industry is an early adopter of new ideas and technologies. Textiles
are not only for the fashion conscious - they have important applications in the
aerospace, automotive, construction, healthcare and sportswear industries. Already on
the market are socks and leisurewear with embedded silver nanoparticles that combat
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odour through killing bacteria — and this capability has been extended successfully to
wound dressings. Several brands of clothing, including some designer labels, have
incorporated self-cleaning and stain repellent nanotechnologies, very convenient for
school clothes - and, of course, the less a garment needs to be washed, the more
energy is saved! More glamorous applications include embedding gold nanoparticles
into natural fabrics such as wool. The gold nanoparticles impart soft colours from
pale soft greens, to browns and beiges, depending on the particle size and shape.
These colours are stable, and may even provide some antibacterial properties to the
fabrics, as an added bonus!

Across the globe a tremendous amount of research is taking place in
electrospinning techniques. The spun, polymer-based nanofibres can be ‘loaded” with
different additives which could be nanoparticles, enzymes, drugs or catalysts. Some
combinations can be antibacterial and sprayed on to wounds as a kind of healing
‘web’, others can be conductive or even form filters or membranes.

Scientists are also working on nanoelectronic devices that can be embedded
into textiles to provide special support systems for individuals in dangerous
professions or sports. Some garments can now provide life-signs monitoring, internal
temperature monitoring, chemical sensing and also power generation and storage to
enable communication with the outside world. Garments with this kind of technology
can be vital for the safety of say firefighters working in dangerous situations in
1solation from their colleagues, or even for skiers or their rescuers to give early
warning signs of hypothermia.

In some establishments, research is ongoing into man-made nanofibres where
clay minerals, carbon nanotubes or nanoparticulate metal oxides are used to impart
new properties. These properties provide halogen-free, flame retardancy for a fabric,
increased strength and shock-absorbency, heat and UV radiation stability, and even
brighter colouration! Other work is ongoing in the very exciting area of inkjet
printing onto textiles. This is opening up many possibilities, not just for the
customised or localised printing of textiles to an individual design, but inkjet
techniques can be used to create flexible electronic materials, sensing materials, and
even the materials of the future with printed-on displays!

Scents and Flavours

A surprisingly interesting and lucrative field for the application of
nanotechnology is in encapsulation and delivery technologies, especially for flavours
and fragrances. These technologies were first developed for the delivery of
pharmaceutical drugs, and have now found new applications in foods and household
products. Encapsulation is an ideal way to improve the attributes and performance of
a less-than-stable substance that might be affected by light or air, or have a tendency
to sediment. Encapsulation gives active ingredients a longer shelf life, stability and
protection from harsh processing environments so they can be delivered in a perfect
state at ‘the moment of consumption’! For the food industry, it is a way of delivering
enhanced taste, or ensuring that daily doses of vitamins and minerals are met — this is
discussed in more detail below. In household products, nano encapsulation
techniques can aid in the deposition of a cleaner or polish onto a surface such as a
floor or counter; they can provide long lasting scents in household fragrances, and the

48



slow release of enzymic and other agents in washing machines and dishwashers,
helping reduce energy and water use.

Are there risks from nanotechnology?

Some engineered nanoparticles, including carbon nanotubes, although offering
tremendous opportunities also may pose risks which have to be addressed sensibly in
order that the full benefits can be realized. We have all learned how to handle
electricity, gas, steam and even cars, aeroplanes and mobile phones in a safe manner
because we need their benefits. The same goes for engineered nanoparticles. Mostly
they will be perfectly safe, embedded within other materials, such as polymers. There
1s some possibility that free nanoparticles of a specific length scales may pose health
threats if inhaled, particularly at the manufacturing stage. Industry and government
are very conscious of this, are funding research into identifying particles that may
pose a hazard to health or the environment, and how these risks may be quantified,
and minimised over the whole lifecycle of a given nanoparticle. There is no doubt
that nanotechnology has great potential to bring benefits to society over a wide range
of applications, but it is recognised that care has to be taken to ensure these advances
come about in as safe a manner as possible. [8]

4 Section IV Computers in use

4.1 Text I Computer onWheels
4.1.1 Read the text and answer the question

Why do schools and teachers have to be equipped with computer
technology?

The mountain road was violently zigzagging, but the driver did not slow down.
He seemed to be more concerned with two timetables - that of the bus and school
lessons. The bus had to arrive at a country school in time for the next lesson.

Personal computers are mounted in the bus's interior where basic instruction is
given under the school curriculum" in information science and computer technology.
Children from village and town schools are thus learning to operate computers. It is
one of the forms of implementing the countrywide programmez) for computer
knowledge among students.

At present, the fundamentals of information science and computer technology
are studied in nearly 60,000 secondary schools throughout the country. The subject
has been included in the curricula of the tenth and eleventh forms. As an experiment,
computer lessons sometimes start at an earlier age, even at the elementary school.

1 . .
) school curriculum (pl. curricula) - mKoIbHAS IPOrpaMMa;
2) . .
) implementing the... program - MPeTBOPEHUE B XKH3Hb... IIPOTPAMMEIL.
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The authors of the experiments have developed teaching method's that allow
computer operation to be combined with strengthening the oral count habits,
developing the so-called sense of numbers, improving the standards of logic and
mathematical thinking. For example, a mathematical dictation for solving textual
problems. Teachers know that with the conventional methods the better part of a
math lesson is spent on putting down the solutions of problems (as a rule, children
write slowly) and calculations. The logic part of the solution takes very little time.
With computer equipment, this can be done efficiently and with the entire class
participating".

The teacher slowly dictates the problem, while the children are not writing but
listening attentively and thinking about the development. After a repeat, they
immediately work out the problem on a computer or a calculator.

The computer enables them to check the solution. In the second part of the
lesson, a pupil comments on the line of reasoning.” Using this method, the pupils of
experimental classes can solve eight to ten problems in 15 to 20 minutes.

The introduction of the new course in schools made it imperative to reorient
the higher educational establishments, too: over a hundred faculties and departments
were opened to provide training in information science and computer technology.

General secondary and vocational schools, teacher training-institutes and
universities had to be equipped with computer technology.

In many areas children are taken by bus to specialized centres, where they learn
the new subjects because so far special classrooms cannot be equipped in every
school.

In some regions another approach has been taken - buses were equipped with
everything necessary, and their schedules were timed to serve the lessons at schools.”

4.1.2 Give the appropriate forms of the verbs instead of the infinitives

I Teachers (to know) that with the conventional methods the better part of a
math lesson (to spend) on putting down the solutions of problems (as a rule, children
write slowly) and calculations.

2 The teacher slowly (to dictate) the problem, while the children (not to write)
but (to listen) attentively and thinking about the development.

3 The introduction of the new course in schools (to make) it imperative to
reorient the higher educational establishments, too: over a hundred faculties and
departments (to open) to provide training in information science and computer
technology.

Y with the entire class participating - Ipy y4acTHH BCEro Kiacca;

? line of reasoning - X0/ pacCyXIEHUN;

3 their schedules were timed to serve the lessons at schools - ux rpaduku
OBLIBI COCTABJIEHBI C TAKUM PACCUYETOM, YTOOBI OOCITYKMBATh HIKOJIbHBIE 3aHATHS.
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4.2 Text II The Computer Teaches Painting
4.2.1 Read the text and be ready for back translation of the text

The teachers of an art school in Wroclaw decided to "put Tiarm Ony to the 'test
of algebra". Jointly with engineers, the Polish artists made the computer "learn" one
more trade.

The computer superintends the process of teaching painting. A department of
visual instruction,” the first in the republic, was opened. A group of enthusiasts
worked out special tests and programs for primary, secondary and art schools. The
leading role in these programs belongs to the most up-to-date engineering know-how.

The computer acquaints the beginners with the colour scale, technique of
mixing paints and obtaining the required shades. With the help of game methods it is
going to teach the children rudiments of composition and producing spatial shapes.z)

These are skills that involve knowledge of mathematics and geometry. In the
experts’ opinion, the computer can become a valuable helper in the teaching process.
It is noteworthy that the appropriate programs are designed for the Polish-made”
microcomputers with which many of the country's schools are equipped. Quite a
number of computers of this type make up the hardware of the Youth Computer
Clubs” which are common in nearly all the provinces of the country and in the larger
cities. There are also programs for other types of computers.

4.3 Text IIT A Talking ABC-book
4.3.1 Ask five types of questions on the text

Boys and girls from one of Gorky's children's centres got acquainted with an
unusual ABC-book. The meeting began with a monologue of the electronic textbook
which told the class about itself, "I'm a speech synthesizer. I speak Russian. I can
change my voice and tempo of speech..."

After a while, the children guided by their teacher had a go at operating the
wonderful machine. Six-year-old Yulia Kulikova sat down at the display and typed
the Russian word "hare".

Following her typing, the computer's base spelled the word naming the letters
one after another. Then the voice said, "Hare."Human speech is produced by a
universal speech synthesizer — a miniaturized unit packed with a multitude of radio
parts. The algorithm was worked out by specialists from Minsk and the synthesizer
was made in Gorky.

Y department of visual instruction - kadeapa BU3yanbHOro 0GYUEHHUS;

Yrudiments  of composition and producing spatial shapes - Hauana
IPOCTPAHCTBEHHOTO TOCTPOEHUS CIOKHBIX (PUTYp U OCHOBBI CO3JJaHUSI KOMITO3UIIMIA;

3 Polish-made - U3rOTOBICHHBIC B Ilonwmie;

Y Youth Computer Clubs - MoJI0/1e’)KHBIE KOMIIBIOTEPHBIE KITYOBI.
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The capabilities of the computer ABC-book do not strike only children. It can
"speak" three male and two female voices. It is also able to produce an audio-text
containing up to 400 characters, punctuate a text and do the simplest arithmetic
operations.

«As you see, the scientists managed to turn an orthographic text into a phonetic
one. And this is of great importance,"- the teacher said. The young learner takes a
deep interest in producing the image of a letter, sound and word. He quickly learns to
speak. At present, the scholars are busy preparing a program in English.

4.3.2 Change the following sentences into indirect speech

I The meeting began with a monologue of the electronic textbook which told
the class about itself, "I'm a speech synthesizer. I speak Russian. I can change my
voice and tempo of speech..."

2 "As you see, the scientists managed to turn an orthographic text into a
phonetic one."- the teacher said.

3 She added «And this is of great importance".

4.4 Text IV Computer in U.S. to teach spoken Language Course
4.4.1 Read the text, retell it

A computer that speaks a few languages teaches at Stanford University. The
Institute of Mathematical Studies in the Social Sciences has designed a computer
system that has taken the function of teaching beginners' courses in languages. The
immediate aim is to make available” computerized courses in languages. The
program has advantages that make it popular for the teaching of widely spoken
languages, such as Spanish, French and German. Two manufacturers already have
produced calculator-sized computers, designed for travelers that translate words and
phrases. However, the program developed here is flexible. The computer offers
highly individualized and interactive instructions.” Unlike classroom training, the
program allows the student to move through the instruction as quickly or slowly as he
wants, and whenever he has access to a computer terminal.

The use of computers in teaching is not new. Several universities offer
computer-taught courses, primarily in mathematical and scientific subjects. Stanford
has for years offered courses in logic and probability3) some of which are taught
entirely by computers. According to a report by the institute, language training was a
natural product of these programs.

Yto make available - cenaTh HOCTYIHBIM;

? interactive instructions - KOMaH/Ibl, MpeJAHA3HAYEHHbIC ISl JIHAJIOrOBOrO
pexuMa;

3 courses in logic and probability - Kypcsl OGY4eHHS JOTHKE H TEOPHH

BEPOSITHOCTH.
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Computers are suited to language training, the report said, because such
courses involve memorization and repeated drills by the student, something the
computer can monitor and correct almost instantly. A study by the institute,
comparing introductory Russian courses in the sixties using a computer with those
given by lecture, found a "consistently superior performance by students’ in the
computer-assisted classes". The study noted that 80 percent of the computer-assisted
students completed the second quarter of the course, compared with only 40 percent
of the students in the regular class.

But those early computer-assisted classes used cassette tapes that were
prerecorded and more rigidly programmed” than the new course. "Since then,
computers have been created that synthesize speech," said Lawrence Merkosian, a
research fellow” at the institute who helped develop the program. "That has given
them great flexibility." The computer actually generates speech by calling up4)
prerecorded phrases in grammatical sequence.

The system could draw from single words stored in the computer's memory
but the resulting speech sounds unnatural. Since high-quality audio is desired in
language training, phrases instead of words are synthesized. = The course requires no
previous experience with computers. The student follows written instructions on how
to begin operating the keyboard. Then the computer speaks to the student through
headphones.

As the course begins, the alphabet is displayed on the screen and described in
English synthesized from the computer's memory. Next the computer pronounces and
writes a sentence in the foreign language. When the words disappear from the screen,
the student then types the sentence from memory.

The computer congratulates the student if the response is correct, but asks the
student to repeat the exercise if it is wrong. If the student still has trouble, he or she
can ask the computer to go over background material.”

At least one professor at Stanford, John Barson, the head of the French
department, does not believe that computers will completely displace human
teachers. I don't personally view computers as a threat,"” he said. "There is enough of
a social process and an infinite open-endedness to languageg) that a computer can
never master."

1 . .
) a consistently superior performance by students - 3HAYNTENBHO JIYHYIIHE

pe3yNbTAThl Y 00yYarOIIUXCS;
that were prerecorded and more rigidly programmed - ¢ npeaBapuUTEIBHON «

3aMKChI0 U MEHee TMOKOM MporpaMmMoii;

3 a research fellow - YUEHBIH, UCCIIEA0BATEND;

& by calling up - BbI3bIBast U3 CBOEH NaMSITH;

% draw from - 30. OCHOBBIBATHCS HA;

% background material - 30. IPEABIAYIINIA MATEPHAT ;

71 don't... view computers as a threat- 5l He CMOTpPIO Ha KOMIIBIOTEp KaK Ha

yrposy,
8) « e - o
) infinite open-endedness to language- GeckpaiiHue BO3MOXHOCTH S3bIKA.
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4.4.2 Answer the questions

1 Where does the computer that speaks a few lanquages teach?

2 What is the immediate aim of the innovation?

3 What does the computer offer?

4 Why are Computers suited to language training?

5 What did the study note?

6 Will computers completely displace human teachers?

7 What does the course require?

8 What does the student follow?

9 Who does not believe that computers will completely displace human
teachers?

10 What can’t a computer ever master?

11 What way did you begin to study the language?

12 Can you imagine the computer to be your teacher?

13 What is your attitude towards a computer that speaks a few languages?

5 Section V Texts to read

5.1 Text I What Is CERN?

At CERN if researchers wanted to share documents they had to organize and
format them so that they would be compatible with the main CERN computing
system. This was a problem since the researchers contributing to the work going on at
CERN were located around the world and used many different kinds of computers
and software. Many researchers were upset.

In 1989, Berners-Lee submitted a proposal at CERN to develop an information
system that would create a web of information. Initially, his proposal received no
reply, but he began working on his idea anyway. In 1990, he wrote the Hypertext
Transfer Protocol (HTTP) - the language computers would use to communicate
hypertext documents over the Internet and designed a scheme to give documents
addresses on the Internet. Berners-Lee called this address a Universal Resource
Identifier (URI). This is now known as a URL - Uniform Resource Locator. By the
end of the year he had also written a client program (browser) to retrieve and view
hypertext documents. He called this client "WWW." Hypertext pages were formatted
using the Hypertext Markup Language (HTML) that Berners-Lee had written. He
also wrote the first web server. A web server is the software that stores web pages on
a computer and makes them available to be accessed by others. Berners-Lee tried to
sell his new creation at CERN as a way to link data between the many incompatible
systems at CERN. Still the bureaucracy at CERN was slow in acknowledging his
efforts. Berners-Lee turned to the Internet community. In 1991, he made his WWW
browser and web server software available on the Internet and posted notices to
several newsgroups including hypertext. The Web began to take off as computer
enthusiasts around the world began setting up their own web servers. Often the
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owners of the new sites would email Berners-Lee and he would link to their sites
from the CERN site. His dream of a global information space was finally happening.

Indeed, use of the WWW became widespread in the mid 1990's, but its
beginnings can actually be traced back to 1980 when Tim Berners-Lee, an
Englishman who had recently graduated from Oxford, landed a temporary contract
job as a software consultant at CERN (the famous European Particle physics
Laboratory in Geneva). He wrote a program, called Enquire, which he called a
"memory substitute," for his personal use to help him remember connections between
various people and projects at the lab. This was a very helpful tool since CERN was
(and still 1s) a large international organization involving a multitude of researchers
located around the world.

Berners-Lee finished his work at CERN and left, but he returned in 1984 with a
more permanent position. His previous work with Enquire had left a mental mark. He
envisioned a global information space where information stored on computers
everywhere was linked and available to anyone anywhere. There were two
technologies already developed that would allow his vision to become reality. In
1945, Vannevar Bush wrote an article in which he described a theoretical system for
storing information based on associations. Others like Ted Nelson and Douglas
Englebart had furthered Bush's work with their own work on hypertext. Hypertext
allows documents to be published in a nonlinear format. Hypertext links allow the
reader to jump instantly from one electronic document to another. Berners-Lee had
already used this format when he wrote Enquire.

The other technology was the Internet - a computer network of networks. The
Internet is a very general infrastructure that allows computers to link together. It uses
standardized protocols (TCP/IP) which let computers of different types using
different software communicate. HyperText would allow any document in the
information space to be linked to any other document. The Internet would allow those
documents to be transmitted.

World Wide Web Consortium (W3C)

Berners-Lee was also concerned that the new success of the Web would lead to
destructive competition that would create proprietary Web products that could
destroy the open nature of the Web. He knew that some sort of oversight was needed
to keep the Web running smoothly, but any new oversight organization could also not
be allowed to fundamentally alter the free and open character of the Web. He
envisioned a forum where developers of servers and browsers could reach a
consensus on how the Web should operate.

On May 24, 1994, the first WWW conference was held in CERN. Berners-Lee
used this conference to share his vision to create a consortium to help the Web
develop smoothly.

Berners-Lee also discussed the idea of a consortium with some his friends at
MIT. In July of 1994 he received a phone call from one of those friends. MIT agreed
to host the consortium. MIT would be the American headquarters and CERN would
be the European headquarters. (CERN would later decide to drop out of the
consortium and France's National Institute for Research in Computer Science and
Control became the European headquarters). Berners-Lee moved almost immediately
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to MIT to head the new consortium, which was known as the World Wide Web
consortium or simply W3C.

The purpose of the new consortium was to lead the Web to its full potential,
primarily by developing common protocols to enhance the interoperability and
evolution of the Web. Membership in the consortium would be open to any
organization: commercial, governmental, educational, etc. Any member would be
free to participate in any meeting or working group put together by the consortium.
XX century brought us a new idea: workers are paid for their time. Later, in mid-
sixties, it was thought that companies pay their employees for their skills and
personal qualities.

Among those qualities were creativity, company loyalty. For those companies
that eventually switched to new system, it became very difficult to properly measure
worker's contribution to company's results. These companies try to increase workers
morale, motivate them, because it is evident: if workers don't want to work, they
won't work. Or at least, the results will be extremely poor. That's why in addition to
motivation by money, managers try to create a feeling of mutual trust, belonging to
company and common interests.

What new brings telework to this field? First it is ease of control and
measurement. Results in electronic form can be easily archived, analysed by
computers, forwarded for checking and copied. Next, all information about time and
efforts spent is available. Another thing is that fixed time-based salaries are gone. The
company will no longer care so about who and how much spent on a task. This will
become a question of personal choice.

Now everyone will be given a freedom to decide whether to work or to have a
rest. This can differentiate workaholics from ordinary lazy people. Right now there
are same rules for everybody. Rarely a company wants to have a lot of part-time
workers. We cannot imagine a worker coming to factory when he is in the right
mood. But with distant jobs you can have workers switching every now and then. We
can even dream about perfect labour marketplace with contracts signed electronically
for several hours. [9]

5.2 Text II The Hacker's Handbook

5.2.1 Read the extract from the book "THE HACKER'S HANDBOOK"
and translate it using the vocabulary and making notes like this

Things I already knew
Things I don't know
Things I did not understand

5.2.2Make up all kinds of questions to the sentences

1 The first hack I ever did was executed at an exhibition stand run by BT's.
2 Most hackers seem to have started in a similar way.
3 The critical element must be the use of skill in some shape or form.
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4 They were able to borrow terminals to work with.

5 What has changed now, of course, is the wide availability of home computers
and the modems to go with them.

6 Hackers vary considerably in their native computer skills.

7 The materials and information you need to hack are all around you.

8 And you must be prepared for long periods when nothing new appears to
happen.

9 In the introduction to this book I described hacking as a sport.

10 Nevertheless, it is astonishingly easy to get remarkable results.

11 No one involved has a stake in the truth.

12 It is even possible to hack with no equipment at all.

13 But all these hackers were privileged individuals.

14 That was how I found the number to call.

5.2.3 Read and translate the text

The first hack I ever did was executed at an exhibition stand run by BT's then
rather new Prestel service. Earlier, in an adjacent conference hall, an enthusiastic
speaker had demonstrated view- data's potential world-wide spread by logging on to
Viditel, the infant Dutch service. He had had, as so often happens in these
circumstances, difficulty in logging on first time. He was using one of those sets that
display auto-dialed telephone numbers; that was how I found the number to call.

By the time he had finished his third unsuccessful log-on attempt I (and
presumably several others) had all the pass numbers. While the BT staff was busy
with other visitors to their stand, I picked out for myself a relatively neglected view
data set. I knew that it was possible to by-pass the auto-dialer with its pre-
programmed phone numbers in this particular model, simply by picking up the phone
adjacent to it, dialing my preferred number, waiting for the whistle, and then hitting
the keyboard button labeled 'view data'.

I dialed Holland, performed my little by-pass trick and watched Viditel write
itself on the screen. The pass numbers were accepted first time and, courtesy of...no,
I'll spare them embarrassment...I had only lack of fluency in Dutch to restrain my
explorations. Fortunately, the first BT executive to spot what I had done was amused
as well.

Most hackers seem to have started in a similar way. Essentially you rely on the
foolishness and inadequate sense of security of computer salesmen, operators,
programmers and designers.

In the introduction to this book I described hacking as a sport; and like most
sports, it is both relatively pointless and filled with rules, written or otherwise, which
have to be obeyed if there is to be any meaningfulness to it. Just as rugby football is
not only about forcing a ball down one end of a field, so hacking is not just about
using any means to secure access to a computer.

On this basis, opening private correspondence to secure a password on a public
access service like Prestel and then running around the system building up someone's
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bill is not what hackers call hacking. The critical element must be the use of skill in
some shape or form.

Hacking is not a new pursuit. It started in the early 1960s when the first
"serious" time-share computers began to appear at university sites. Very early on,
'unofficial' areas of the memory started to appear, first as mere notice boards and
scratch pads for private programming experiments, then, as locations for
games.(Where, and how do you think the early Space Invaders, Lunar Landers and
Adventure Games were created?) Perhaps tech-hacking—the mischievous
manipulation of technology-goes back even further. One of the old favorites of US
campus life was to rewire the control panels of elevators (lifts) in high-rise buildings,
so that a request for the third floor resulted in the occupants being whizzed to the
twenty-third.

Towards the end of the 60s, when the first experimental networks arrived on
the scene the computer hackers skipped out of their own local computers, along the
packet-switched high grade communications lines, and into the other machines on the
net. But all these hackers were privileged individuals. They were at a university or
research resource, and they were able to borrow terminals to work with.

What has changed now, of course, is the wide availability of home computers
and the modems to go with them, the growth of public-access networking of
computers, and the enormous quantity and variety of computers that can be accessed.

Hackers vary considerably in their native computer skills; a basic knowledge of
how data is held on computers and can be transferred from one to another is essential.
Determination, alertness, opportunism, the ability to analyse and synthesise, the
collection of relevant helpful data and luck - the pre-requisites of any intelligence
officer - are all equally important. If you can write quick effective programs in either
a high level language or machine code, well, it helps. Knowledge of on-line query
procedures is helpful, and the ability to work in one or more popular mainframe and
mini operating systems could put you in the big league.

The materials and information you need to hack are all around you - only they
are seldom marked as such. Remember that a large proportion of what is passed off
as 'secret intelligence' is openly available, if only you know where to look and how to
appreciate what you find. At one time or another, hacking will test everything you
know about computers and communications. You will discover your abilities increase
in fits and starts, and you must be prepared for long periods when nothing new
appears to happen.

Popular films and TV series have built up a mythology of what hackers can do
and with what degree of ease. My personal delight in such Dream Factory output is in
compiling a list of all the mistakes in each episode. Anyone who has ever tried to
move a graphics game from one micro to an almost-similar competitor will already
know that the chances of getting a home micro to display the North Atlantic Strategic
Situation as it would be viewed from the President's Command Post would be slim
even if appropriate telephone numbers and passwords were available.

Less immediately obvious is the fact that most home micros talk to the outside
world through limited but convenient asynchronous protocols, effectively denying
direct access to the mainframe products of the world's undisputed leading computer
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manufacturer, which favors synchronous protocols. And home micro displays are
memory-mapped, not vector-traced... Nevertheless, it is astonishingly easy to get
remarkable results. And thanks to the protocol transformation facilities of PADs in
PSS networks, you can get into large IBM devices....

The cheapest hacking kit I have ever used consisted of a ZX81, 16K RAM
pack, a clever firmware accessory and an acoustic coupler. Total cost, just over $
100. The ZX81's touch-membrane keyboard was one liability; another was the
uncertainty of the various connectors.

Much of the cleverness of the firmware was devoted to overcoming the native
drawbacks of the ZX81's inner configuration - the fact that it didn't readily send and
receive characters in the industry-standard ASCII code, and that the output port was
designed more for instant access to the Z80's main logic rather than to use industry-
standard serial port protocols and to rectify the limited screen display.

Yet this kit was capable of adjusting to most bulletin boards; could get into
most dial-up 300/300 asynchronous ports,re-configuring for word-length and parity if
needed; could have accessed a PSS PAD and hence got into a huge range of
computers not normally available to micro-owners; and, with another modem, could
have got into view data services. You could print out pages on the ZX 'tin-foil'
printer. The disadvantages of this kit were all in convenience, not in facilities.

It is even possible to hack with no equipment at all. All major banks now have
a network of 'hole in the wall' cash machines—ATMs or Automatic Telling
Machines, as they are officially known. Major building societies have their own
network. These machines have had faults in software design, and the hackers who
played around with them used no more equipment than their fingers and brains.

Though I have no intention of writing at length about hacking etiquette, it is
worth one paragraph: lovers of fresh-air walks obey the Country Code; they close
gates behind them, and avoid damage to crops and livestock. Something very similar
ought to guide your rambles into other people's computers: don't manipulate files
unless you are sure a back-up exists; don't crash operating systems; don't lock
legitimate users out from access; watch who you give information to; if you really
discover something confidential, keep it to yourself. Hackers should not be interested
in fraud. Finally, just as any rambler who ventured past barbed wire and notices
warning about the Official Secrets Acts would deserve whatever happened thereafter,
there are a few hacking projects which should never be attempted.

After the hack a number of stories about how it had been carried out, and by
whom, circulated; it was suggested that the hackers had crashed through to the
operating system of the Prime computers upon which the Dialcom electronic mail
software resided - it was also suggested that the BBC had arranged the whole thing as
a stunt, or alternatively, that some BBC employees had fixed it up without telling
their colleagues. Getting to the truth of a legend in such cases is almost always
impossible. No one involved has a stake in the truth. British Telecom, with a strong
commitment to get Gold accepted in the business community, was anxious to suggest
that only the dirtiest of dirty tricks could remove the inherent confidentiality of their
electronic mail service.
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Naturally, the British Broadcasting Corporation rejected any possibility that it
would connive in an irresponsible cheap stunt. But the hacker had no great stake in
the truth either - he had sources and contacts to protect, and his image in the hacker
community to bolster. Never expect any hacking anecdote to be completely truthful.
[10]

5.2.4 Find the main information in every passage of the text
5.3 Text III E-mail
5.3.1 Read the text. Find the sentence with the main idea

Using electronic mail, or e-mail, anyone using a computer connected to the Net
can send messages to anyone else with a computer connected to the Net. E-mail has
transformed the way we communicate. It enables people to contact each other and
respond to messages within minutes. Unlike a telephone conversation, which leaves
no printed record, an e-mail can be printed out. Businesses are now using printouts of
e-mails as records of discussions, agreements and actions.

If millions of e-mails are being sent every day, the postal service must be
losing a lot of business. Well, no, actually. The number of letters and parcels being
sent is still increasing - and e-mail is contributing to this increase. The growth of on-
line shopping is producing a measurable increase in parcel deliveries - up to ten per
cent in the run-up to Christmas 1999 in some countries.

E-mail is normally released from a mailbox to a computer that can provide the
right user name and password. Both of these are stored in the computer when an
Internet service account is set up. Internet Service Providers (ISPs) are companies
that offer connections to the Internet. Picking up your e-mail usually means making a
local call to the ISP which hosts your mailbox. Picking up your e-mail when you are
traveling around and cannot make that local call is more tricky. Travelers can use a
different type of e-mail, called web mail that is easier to use from different computers
and places. A web mail service is located at a web site. Anyone setting up a web mail
account can pick up e-mails simply by logging on to the web site and keying in the
necessary security and, identification information, so it doesn't matter which
computer is used.

Although e-mail is great for contacting people far away very quickly, it is often
used to contact people on the other side of the same office or to send messages that
could be dealt with better by a phone call. So could e-mail be making us lazy and
discouraging us from having face-to-face contact with each other?

In the short term, the social effects are not particularly marked. The same
people who are e-mailing colleagues sitting nearby are also chatting with each other
at lunchtime, talking to neighbors over the garden fence, visiting shops and calling
friends and relatives. But further in the future, it we're all on-line, digital
communication could replace thus routine, daily face-to-face contact with people.
And that might have undesirable consequences. When we communicate with other
people, we don't just rely on words. We also use a lot of non-verbal communication -

60



we 'read’' people's facial expressions and body language and we listen to the tone of
their voice. E-mail eliminates all of these non-verbal cues. But in the future we will
have video-conferencing and one-to-one conversations using webcams (small video
cameras used to send images across the Internet) which could ultimately replace the
phone.

Of course, one communications medium we've been using all our lives — the
telephone - is also incapable of communicating facial expressions or body language:
and a lifetime of communication by telephone doesn't seem to have damaged us in
any way. While it fails to transmit some of the non-verbal cues we use face-to-face, it
has caused an explosive growth in communication because it enables us to contact
more people over greater distances than was possible before. In the same way,
perhaps our tears about the implications of on-line communication will turn out to be
groundless. One could argue that on-line shopping, banking, mail and so on take
much less time than traveling to shops, banks, and post offices in person, which
leaves us more time for leisure or work, where we will meet each other in the
'traditional’ way. [11]

5.3.2 Answer the questions

IWhat has E-mail

2 What is the growth of on-line shopping producing?

3 Where is a web mail service located?

4 Could e-mail be making us lazy and discouraging us from having face-to-
face contact with each other?

5 How often do you use e-mail?

5.3.3 Tell the group about your experience of using e-mail
5.4 Text IV Women on-line

5.4.1 Read the text. Find the sentence with the main idea

There are so many people on-line now those distinct groups of Internet users
arc appearing. And companies selling products and services are beginning to target
these groups. The fastest-growing group of people going on-line now is women. By
the year 2000, almost half of all internet users were female, mostly busy career
women. Women often have to combine work with running a home and bringing up a
family. Their time is precious. They use the Internet's twenty-four-hour on-line
shopping, banking, e-mail, advice and research facilities to save time. Women are
flocking on to the Internet in such numbers that they are an increasingly important
group of customers. There are now ISPs providing services specifically for women.

More specialist web sites and ISPs will emerge to serve the needs of other
special interest groups. In the USA, senior citizens control more than three-quarters
of American wealth. However, they are often discriminated against because of age or
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disability. ISPs aimed specifically at older people are beginning to spring up. Once
senior citizens learn how to use it, they spend as much time on the Net as young
people. They often use it to keep in touch by e-mail with grandchildren and other
relatives in faraway places.[11]

5.4.2 Speak on the topic, using the information about your female relatives
5.5 Text V Fact or fiction?
5.5.1 Read and translate the text

The amount of information on the Net can be daunting, but its accuracy is
sometimes a more serious concern. Whatever you want to know, no matter how
obscure, the answer will be stored in a computer somewhere in the world. And
programs called search engines will help you find it. Just visit a search engine web
site, key in your question and the search engine will lead you to the web sites that
hold the answers. But how do you know that the answers are correct?

Anyone can set up a web site and air their beliefs on it however strange these
might be. Web sites stating that there are little green men living on the far side of the
moon, or that the Earth is flat, rarely do any harm because their claims are so
outlandish. But web sites that claim to have a cure for cancer or AIDS can be
dangerous. Doctors are concerned about bogus or misguided medical advice on the
Web. It may be difficult to tell from a web site whether or not the advice it offers is
based on science or simply reflects a desire to sell worthless treatments.

Hypochondriacs (people who are abnormally concerned about their health) can
now check out the thousands of medical web sites and health stories on the Web.
People who use the Internet to take health concerns to these absurd lengths are
nicknamed cyberchondriacs. At the mercy of the Internet (rather than the respectable
medical textbooks that hypochondriacs may pore over), cyberchondriacs can fall prey
to the wildest claims made in the crankiest web sites. Many of these are unknown to
health and medical professionals and therefore go unchecked and unchallenged. On
the plus side, however, there are web sites run by pharmaceutical companies where
you can tap in your ailments and they recommend the drugs you should ask your GP
to prescribe. (But they will probably only recommend the drugs that they
manufacture, of course!) In the UK, a National Health Service initiative (NHS Direct)
provides impartial health service information on-line. [11]

5.5.2 Give the definitions to any three words from the text your
groupmates to guess

5.5.3 Compose sentences with the words below

Daunt, web sites, hypochondriacs, outlandish, check.

62



5.6 Text VI Webcams

You can use webcams to check out holiday resorts and look at street scenes in
a town you're thinking of moving to. A handful of play-schools and preschool
playgroups have installed webcams, so that working parents can access the cameras
via the Web and see their children during the working day. There are built-in security
measures so that only the children's parents can see the images.

Only time will tell if the use of webcams in schools and playgroups is a good
idea, whether they help or harm parents' relationship with their children and whether
they will be welcomed by teachers. Once webcams are placed in schools, they could
be used for reasons other than parental monitoring. For example, if head teachers and
school inspectors had access to classroom webcam images, perhaps the quality of
teacher assessments and school inspections could be improved? But perhaps they
could be used for less constructive reasons.

Governments would be able to monitor teachers and control the way they teach
certain subjects. Do you think the constant monitoring of any profession would be
desirable? Webcams are so small that they can be hidden anywhere. If a webcam can
be placed almost anywhere, can you be sure that one isn't watching you right now?
How would you feel if you discovered a webcam in your room at home, or in your
classroom? Perhaps the use of webcams should be controlled? But who should
control them? [11]

5.7 Text VII Virtually dead!

When someone dies, it 1S customary in many countries to announce the death
publicly by placing a death notice or an obituary in newspapers. A number of 'virtual
graveyards' have sprung up on the Web that enable people to post virtual memorials
or tributes to loved ones.

The list of uses the Internet has been put to is endless. Doctors in front-line
military hospitals use it to e-mail test results, images of patients and X-rays to
specialists for a second opinion. Family doctors and hospital specialists give
consultations to patients using on-line video links. And governments use it to
promote health care and give medical advice. Climbers take digital photographs on
their way up the world's highest mountains and post them on web sues by satellite
telephone.

Internet news stories are updated round the clock, so news often breaks first on
the Internet. So, when the first supersonic land speed record was set in the United
States in 1997, digital photographs of the car and details of its speeds and times were
available to the public on the team's web site within minutes. [11]

5.8 Text VIII Trend spotting

The Net serves the needs of people, so it has to adapt to match changes in our
society. As a result, ISPs are in a very good position to spot changing trends in
society because of their direct, interactive (two-way) links with people through the
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Net. In future, changes in the Net and the services that ISPs offer may be among the
first clues to changes in society at large.

The way we see Net users is altering already. A survey of 2,000 school
children in 1999 found that just over half of them (fifty-one per cent) have used the
Internet. More than half said they thought Internet users were clever. Nearly half
(forty per cent) thought Net users were fun. Only a twentieth (five per cent) of the
children thought that Net users were odd. The Net may once have been a refuge for
young male computer nerds, but in less than ten years it has developed into
something entirely different - a vast and diverse network that has attracted hundreds
of millions of people by responding to their different needs. [11]

6 Section VI Machine Translation

6.1 Text I The development and use of machine translation systems and
computer-based translation tools (by John Hutchins)

6.1.1 Read the text and discuss it

Machine translation, sometimes referred to by the abbreviation MT, is a sub-
field of computational linguistics that investigates the use of computer software to
translate text or speech from one natural language to another. At its basic level, MT
performs simple substitution of words in one natural language for words in another.
Using corpus techniques, more complex translations may be attempted, allowing for
better handling of differences in linguistic typology, phrase recognition, and
translation of idioms, as well as the isolation of anomalies.

Current machine translation software often allows for customisation by domain
or profession (such as weather reports) — improving output by limiting the scope of
allowable substitutions. This technique is particularly effective in domains where
formal or formulaic language is used. It follows then that machine translation of
government and legal documents more readily produces usable output than
conversation or less standardised text.

Improved output quality can also be achieved by human intervention: for
example, some systems are able to translate more accurately if the user has
unambiguously identified which words in the text are names. With the assistance of
these techniques, MT has proven useful as a tool to assist human translators, and in
some cases can even produce output that can be used "as is". However, current
systems are unable to produce output of the same quality as a human translator,
particularly where the text to be translated uses casual language.

Historical background

Systems for automatic translation have been under development for 50 years —
in fact, ever since the electronic computer was invented in the 1940s there has been
research on their application for translating languages (Hutchins 1986). For many
years, the systems were based primarily on direct translations via bilingual
dictionaries, with relatively little detailed analysis of syntactic structures. By the
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1980s, however, advances in computational linguistics allowed much more
sophisticated approaches, and a number of systems adopted an indirect approach to
the task of translation. In these systems, texts of the source language are analysed into
abstract representations of ‘meaning’, involving successive programs for identifying
word structure (morphology) and sentence structure (syntax) and for resolving
problems of ambiguity (semantics). Included in the latter are component programs to
distinguish between homonyms (e.g. English words such as light, which can be a
noun, and adjective or verb, and solution, which can be a mathematical or a chemical
term) and to recognise the correct semantic relationships (e.g. in The driver of the bus
with a yellow coat). The abstract representations are intended to be unambiguous and
to provide the basis for the generation of texts into one or more target languages.
There have in fact been two basic ‘indirect’” approaches. In one the abstract
representation is designed to be a kind of language-independent ‘interlingua’, which
can potentially serve as an intermediary between a large number of natural languages.
Translation is therefore in two basic stages: from the source language into the
interlingua, and from the interlingua into the target language. In the other indirect
approach (in fact, more common approach) the representation is converted first into
an equivalent representation for the target language. Thus there are three basic stages:
analysis of the input text into an abstract source representation, transfer to an abstract
target representation, and generation into the output language.

Until the late 1980s, systems of all these kinds were developed, and it is true to
say that all current commercially available systems are also classifiable into these
three basic system types: direct, interlingual and ‘transfer’. The best known of the
MT systems for mainframe computers are in fact essentially of the ‘direct translation’
type, e.g. the Systran, Logos and Fujitsu (Atlas) systems. They are however improved
versions of the type; unlike their predecessors, they are highly modular in
construction and easily modifiable and extendable. In particular, the Systran system,
originally designed for translation only from Russian into English, is now available
for a very large number of language pairs: English from and into most European
languages (French, German, Italian, Spanish, Portuguese), Japanese, Korean, etc.
Logos, originally marketed for German to English, is also now available for other
languages: English into French, German, Italian and Spanish, and German into
French and Italian. The Fujitsu ATLAS system, on the other hand, is still confined to
translation between English and Japanese (in both directions).

Among the most important of the mainframe ‘transfer’ systems was METAL,
supported for most of the 1980s by Siemens in Germany. However, it was only at the
end of the decade that METAL came onto the market, and sales were poor. During
the 1990s, rights to METAL have been transferred to two organisations (GMS and
LANT) in a complex arrangement. But the best known systems adopting the
‘transfer’ approach were research projects: Ariane at GETA in Grenoble, an MT
project going back to the 1960s, and Eurotra funded by the Commission of the
European Communities. There were hopes that Ariane would become the French
national system, and there were plans to incorporate it in a translator’s workstation
for Eurolang (see below), but in the end nothing came of them. As for Eurotra, it was
undoubtedly one of the most sophisticated systems, but after involving some hundred
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of researchers in most countries of Western Europe for almost a decade, it failed to
produce the working system that the sponsors wanted. It had been hoped that Eurotra
would eventually replace the Systran systems that the Commission had acquired and
was developing internally. In the late 1980s, Japanese governmental agencies began
to sponsor an interlingua system for Asian languages, involving co-operation with
researchers in China, Thailand, Malaysia and Indonesia. However, this project too
has so far not produced a system after a decade of work. (For surveys of MT research
and development in 1980s and early 1990s see Hutchins 1993, 1994.)

Governmental and non-commercial use

The earliest installations of MT systems were in national and international
governmental and military translation services — primarily because they could afford
the costs of the computer hardware required. The US Air Force introduced Systran in
1970 for translating Russian military scientific and technical documentation into
English. Although some documents were edited, much of the output was passed to
recipients without revision; over 90 % accuracy for technical reports is claimed. The
National Air Intelligence Center, which took over the service from the USAF, now
produces translations (many unedited) for a wide range of US government
organisations (Pedtke 1997). As well as Russian-English it has available systems
from Systran for translating Japanese, Chinese and Korean into English, and under
development with Systran is a system for SerboCroat into English.

In Europe, the largest translation service is that of the European Commission,
and was one of the first organisations to install MT. It began in 1976 with the Systran
system for translating from English into French. In subsequent years, versions were
developed for many other language pairs, covering the needs for translation among
the European Union languages. While the translation of many legal texts continues to
be done by human translators, the Systran systems are used increasingly not only for
the translation of internal documents (with or without post-editing) but also as rough
versions for the assistance of administrators when composing texts in non-native
languages (Senez 1996).

Production of technical documentation

Until the 1990s the normal assumption was that MT systems were intended to
be used for the production of documentation of publishable quality, primarily but not
exclusively of a scientific and technical nature. The assumption was, in other words,
that MT systems were to be used in conditions where otherwise human translators
would be employed with expertise in the subjects concerned. Evidently, the actual
quality of MT output was inadequate for direct use. It had to be extensively revised
before it could be published, and translators were therefore employed as ‘post-
editors’. In these circumstances, the use of MT became a matter of economics. It was
viable only if overall quality and speed could be achieved at lower cost than the
employment of human translators.

Although today there are other uses for MT, as we have already indicated, this
application remains the most important, particularly for the vendors and developers
of the larger ‘mainframe’-type systems (Systran and Logos). The main customers and
users are the multinational companies exporting equipment in the global market
(Vasconcellos 1993; Brace et al. 1995). The need here i1s for translation of

66



promotional and technical documentation. In the latter case, technical documents are
often required in very large volumes: a set of operational manuals for a single piece
of equipment may amount to several thousands of pages Furthermore, there can be
frequent revisions with the appearance of new models. In addition, there must be
consistency in translation: the same component must be referred to and translated the
same way each time. This scale of technical translation is well beyond human
capacity. Nevertheless, in order to be most cost-efficient, a MT system should be well
integrated within the overall technical documentation processes of the company: from
initial writing to final publishing and distribution. Systems developed for the support
of technical writers — not just assistance with terminology, but also on-line style
manuals and grammar aids — are now being linked seamlessly into translation and
publishing processes.

There are numerous examples of the successful and long-term use of MT
systems by multinationals for technical documentation. One of the best known is the
application of the Logos systems at the Lexi-Tech company in New Brunswick,
Canada; initially for the translation into French of manuals for the maintenance of
naval frigates, the company has built up a service undertaking many other large
translation projects. Also using Logos are Ericsson, Osram, Océ Technologies, SAP
and Corel. Systran has many large clients: Ford, General Motors, Aérospatiale,
Berlitz, Xerox, etc. The METAL German-English system has been successfully used
at a number of European companies: Boehringer Ingelheim, SAP, Philips, and the
Union Bank of Switzerland.

A pre-requisite for successful MT installation in large companies is that the
user expects a large volume of translation within a definable domain (subjects,
products, etc.) The financial commitment to a terminology database and to dictionary
maintenance must be justifiable. Whether produced automatically or not, it is
desirable for company documentation to be consistent in the use of terminology.
Many companies in fact insist upon their own use of terms, and will not accept the
usage of others. To maintain such consistency is almost impossible outside an
automated system. However, it does mean that before an MT system can be installed,
the user must have already available a well-founded terminological database, with
authorised translation equivalents in the languages involved, or — at least — must
make a commitment to develop the required term bank.

For similar reasons, it is often desirable if the MT system is to produce output
in more that one target language. Most large-scale MT systems have to be
customised, to a greater or lesser extent, for the kind of language found in the types
of documents produced in a specific company. This can be the addition of specific
grammatical rules to deal with frequent sentence and clause constructions, as well as
the inclusion of specific rules for dealing with lexical items, and not just those terms
unique to the company. The amount of work involved in such customisation may not
be justifiable unless output is in a number of different languages.

Controlled language and domain-specific systems

In these circumstances, however, it has often been found feasible to introduce a
greater degree of control. One of the earliest and best known examples is the
application of the Systran system by the Xerox Corporation. At Xerox technical
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authors are obliged to compose documents in what is called Multinational
Customized English, where not only the use of specific terms is laid down but also
the construction of sentences (Elliston 1979). The advantages of this approach are:
the avoidance of ambiguities in the input which the MT system cannot deal with
adequately, the consequential better quality output, the faster production of technical
documents simultaneously in a number of different languages, and (not least) the
production of more easily comprehensible English documents. These advantages
have been recognised by other multinational companies, and the use of ‘controlled
languages’ is increasing: for example, the Caterpillar Corporation has devised its own
form of English to facilitate translation in a knowledge-based MT system being
developed for it at the Carnegie-Mellon University (Mitamura and Nyberg 1995).
There are some companies offering to build ‘controlled” language MT systems for
specific clients. The oldest established — and the pioneer in this approach — is the
Smart Corporation, New York. Systems have been developed by Smart for a number
of major clients: Citicorp, Chase, Ford, General Electric, etc. Each incorporates a
system for ‘normalising’ English documents. This system component is considered so
crucial to success that the actual translation process is regarded as virtually a ‘by-
product’ (Lee 1994). There are Smart systems translating into French, German,
Greek, Italian, Japanese, and Spanish. The largest Smart installation, perhaps, is the
system designed for the Canadian Ministry of Employment, where it has been used
for many years to translate information about job advertisements and similar
documentation.

In Europe, the Cap Volmac company in the Netherlands and the LANT
company in Belgium offer similar services, building for various clients specialised
translation systems utilising their own software for controlled languages. Cap Volmac
Lingware Services is a Dutch subsidiary of the Cap Gemini Sogeti Group. Over the
years this software company has constructed controlled-language systems for textile
and insurance companies, mainly from Dutch to English (Van der Steen and
Dijenborgh 1992). However, possibly the best known success story for custom-built
MT is the PaTrans system developed for LingTech A/S to translate English patents
into Danish. The system is based on methods and experience gained from the Eurotra
project of the European Commission (Jrsnes et al. 1996)

These last examples of systems illustrate that a growing number of companies
and organisations are developing their own MT facilities, as opposed to purchasing
commercial systems. This has been a feature from early days. The successful Météo
system in Canada for translating weather forecasts from English into French (and
later from French into English) was effectively a customer-specific system — in this
case the Canadian Environment service. It may be noted that a variant of the Météo
software was successfully operated during the Olympic games in Atlanta (Chandioux
and Grimaila 1996). Météo is an example of a ‘sublanguage’ system, i.e. designed for
to deal with the particular language of meteorology.

Another example of a custom-built system is TITUS, a highly constrained
‘sublanguage’ system for translating abstracts of documents of the textile industry
from and into English, French, German, and Spanish, in regular use since 1970.
Better known are the two customer-specific systems for translating between English
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and Spanish built at the Pan American Health Organization in Washington — designed
and developed by workers in the organisation itself. These highly successful systems
(now also available to users outside PAHO) are general-purpose systems, not
constrained in vocabulary or text type, although obviously the dictionaries are
strongest in the health-related social science fields (Leon and Aymerich 1997).

In the 1990s there have been a number of other examples. In Finland, the
Kielikone system was developed originally as a workstation for Nokia
Telecommunications. Subsequently, versions were installed at other Finnish
companies and the system is now being marketed more widely (Arnola 1996). A
similar story applies to GSI-Erli. This large language engineering company
developed an integrated in-house translation system combining a MT engine and
various translation aids and tools on a common platform AlethTrad. Recently it has
been making the system available in customised versions for outside clients
(Humphreys 1996).

On a smaller scale, but equally successful, has been the system developed by
the translation service of a small British company Hook and Hatton. In this case, the
need was for translation of chemical texts from Dutch into English (Lewis 1997). The
designer began by simple pattern matching of phrases, and gradually built in more
syntactic analysis as and when results were justifiable and cost-effective.

Based on experience over many years in developing knowledge-based MT and
experimenting with speech translation and corpus-based methods, members of the
group at Carnegie-Mellon University have developed an architecture for the rapid
production of usable MT systems for specific clients in some less common languages,
such as SerboCroat and Haitian Creole (Frederking et al. 1997). There is no pretence
of high quality, merely ‘usefulness’ for languages otherwise inaccessible.

Another example of custom-built MT in a specialised area is the program
developed for TCC Communications at the Simon Fraser University for translating
closed captions on television programs (Toole et al. 1998). Not only are there time
constraints — translation must be in real-time — but also there are the challenges of
colloquialisms, dialogue, robustness, and paucity of context indicators. The system, at
present running live for English into Spanish, demanded techniques otherwise found
mainly in Internet applications (see below.)

In Japan, there are further examples of custom-built systems. The Japan
Information Centre of Science and Technology translates abstracts of Japanese
scientific and technical articles into English. In the late 1980s it assumed
responsibility of the Mu Japanese-English MT system developed at the University of
Kyoto. From this, it now has one of the largest MT operations in Japan (O’Neill-
Brown 1996). Other custom-built systems of significance in Japan are the SHALT
system developed by IBM Japan for its own translation needs, the ARGO system
developed by CSK in Tokyo for translating Japanese stock market reports into
English, and the NHK system for translating English news articles into Japanese.

Translation workstations

In the 1990s, the possibilities for large-scale translation broadened with the
appearance on the market of translation workstations (or translator workbenches).
The original ideas for integrating various computer-based facilities for translators at
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one place go back to the early 1980s, in particular with the systems from ALPS.
Translation workstations combine multilingual word processing, means of receiving
and sending electronic documents, OCR facilities, terminology management
software, facilities for concordancing, and in particular ‘translation memories’. The
latter is a facility that enables translators to store original texts and their translated
versions side by side, i.e. so that corresponding sentences of the source and target are
aligned. The translator can thus search for a phrase or even full sentence in one
language in the translation memory and have displayed corresponding phrases in the
other language. These may be either exact matches or approximations ranked
according to closeness.

It is often the case in large companies that technical documents, manuals, etc.
undergo numerous revisions. Large parts may remain unchanged from one version to
the next. With a translation memory, the translator can locate and re-use already
translated sections. Even if there is not an exact match, the versions displayed may
usable with minor changes. There will also be access to terminology databases, in
particular company-specific terminology, for words or phrases not found in the
translation memory. In addition, many translator workstations are now offering full
automatic translations using MT systems such as Systran, Logos, and Transcend. The
translator can choose to use them either for the whole text or for selected sentences,
and can accept or reject the results as appropriate (Heyn 1997).

There are now four main vendors of workstations: Trados (probably the most
successful), STAR AG in Germany (Transit), IBM (the TranslationManager), and
LANT in Belgium (the Eurolang Optimizer, previously sold by SITE in France). The
translation workstation has revolutionised the use of computers by translators. They
have now a tool where they are in full control. They can use any of the facilities or
none of them as they choose. As always, the value of each resource depends on the
quality of the data. As in MT systems, the dictionaries and terminology databases
demand effort, time and resources. Translation memories rely on the availability of
suitable large corpora of authoritative translations — there is no point in using
translations which are unacceptable (for whatever reason) by the company or the
client.

Although widely used by administrators within the European Commission, the
full-scale MT system Systran is relatively little used by the Commission’s
professional translators. For them, the translation service is developing its own
workstation facility, EURAMIS, i.e. European Advanced Multilingual Information
System (Theologitis 1997). This combines access to the Commission’s own very
large multilingual database (Eurodicautom), the dictionary resources of Systran,
facilities for individual and group terminology database creation and maintenance
(using Trados’ MultiTerm software), translation memory (again for individuals and
groups), access to CELEX (the full-text database of European Union legislation and
directives), software for document comparison (to detect where changes have taken
place), and also, of course, access to the Systran MT systems themselves. The latter
are now available from English into Dutch, French, German, Greek, Italian,
Portuguese, and Spanish; from French into Dutch, English, German, Italian, and
Spanish; from Spanish into English and French; and from German into English and
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French. The whole EURAMIS system is linked to other facilities such as authoring
tools (spelling, grammar and style checkers, and multilingual drafting aids), the
internal European Commission administrative network, and to outside resources on
the Internet.

Localisation of software

One of the fastest growing areas for the use of computers in translation is in the
industry of software localisation. Here the demand is for supporting documentation to
be available in many languages at the time of the launch of new software. Translation
has to be done quickly, but there is much repetition of information from one version
to another. MT and, more recently, translation memories in translation workstations
are the obvious solution (Schaeler 1996). Among the first in this field was the large
software company SAP AG in Germany. They use two MT systems: METAL for
German to English translation, and Logos for English to French, and plan to
introduce further systems for other language pairs.

Most localisation, however, is based on the translation memory and
workstation approach. Typical examples are Corel, Lotus, and Canon. It is interesting
to note that much of this localisation activity is based in Ireland — thanks to earlier
government and European Union support for the computer industry. However,
localisation is a multi-national and global industry, with its own organisation
(Localization Industry Standards Association, based in Geneva) holding regular
seminars and conferences in all continents (For details see LISA Forum Newsletter)

Localisation companies have been at the forefront of efforts in Europe to define
standardised lexical resource and text handling formats, and to develop common
network infrastructures. This is the OTELO project coordinated by Lotus in Ireland,
with other members such as SAP, Logos, and GMS. The need for a general
translation environment for a wide variety of translation memory, machine translation
and other productivity tools is seen as fundamental to the future success of companies
in the localisation industry.

Systems for personal computers

Software for personal computers began to appear in the early 1980s (with the
Weidner MicroCAT system becoming particularly successful). Nearly all the main
Japanese computer companies produced systems for translation to and from English,
e.g. the PIVOT system from NEC, the ASTRANSAC system from Toshiba, HICATS
from Hitachi, PENSEE from Oki and DUET from Sharp.

Outside Japan, systems for personal computers began to appear a little earlier,
but from relatively few companies. The first American systems came in the early
1980s from ALPS and from Weidner. The ALPS products were intended primarily as
aids for translation, providing tools for accessing and creating terminology resources
but they did include an interactive translation module. Although at first sold with
some success, the producers concluded by the end of the decade that the market was
not yet ready and the products were in effect withdrawn. Instead, ALPS turned itself
into a translation service (ALPNET), using its own tools internally. By contrast,
Weidner sold a full translation system in a growing number of language pairs
(English, French, German, Spanish), and the business flourished. Weidner produced
two versions of its systems: MicroCat for small personal computers, and MacroCat
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for larger minicomputers or workstations. The company was then purchased by a
Japanese company Bravis, a Japanese version was marketed, but soon afterwards the
owner decided that the MT market for personal computers was still undeveloped and
the business was sold. MicroCat disappeared completely, but MacroCat was
purchased by Intergraph, who modified and developed it for its range of publishing
software and sold it later as Transcend — recently Transcend was acquired by
Transparent Language Inc. (For these developments see Hutchins 1993, 1994).

At the end of the 1980s, most of the commercial systems on the market today
appeared. First came the PC-Translator systems (from Linguistic Products, based in
Texas) for low-end personal computers. Over the years, many language pairs have
been produced and marketed, apparently successfully as far as sales are concerned.
Next came Globalink with systems for French, German and Spanish to and from
English. (There was also a Russian-English system deriving essentially from the
original owner’s experience on the 1960s Georgetown project.) Within a few years,
Globalink merged with MicroTac, a company which had been very successful in
selling its cheap Language Assistant series of PC software — essentially automatic
dictionaries, with minimal phrase translation facility. In the early 1990s, Globalink
produced its now well-known ‘Power Translator’ series for translation of English to
and from French, German and Spanish, and recently Globalink has marketed the
more advanced ‘Telegraph’ series of translation software products, and Globalink
itself was acquired by Lernout & Hauspie, a leading speech technology company.

Since the beginning of the 1990s, many other systems for personal computers
have appeared. For Japanese and English there are now also LogoVista from the
Language Engineering Corporation, and Tsunami and Typhoon from Neocor
Technologies (also now owned by Lernout & Hauspie). From the former Soviet
Union — where particularly in the 1960s and 1970s there was very active research on
MT - we have now Stylus (recently renamed ProMT) and PARS, both marketing
systems for Russian and English translation; Stylus also for French, and PARS also
for Ukrainian. Other PC-based systems from Europe include: Hypertrans for
translating between Italian and English; the Winger system for Danish-English,
French-English and English-Spanish, now also marketed in North America; and
TranSmart, the commercial version of the Kielikone system, for Finnish-English
translation.

Vendors of older mainframe systems (Systran, Fujitsu, Metal, Logos) are being
obliged to compete by downsizing their systems; many have done so with success,
managing to retain most features of their mainframe products in the PC-based
versions. Systran Pro and Systran Classic, for example, are Windows-based versions
of the successful system developed since the 1960s for clients worldwide in a large
range of languages; the large dictionary databases offered by Systran give these
systems clear advantages over most other PC products. Both Systran Classic (for
home use) and Systran Pro (for use by translators) are now sold for under a five
hundred dollars in many language pairs: English-French, English-German, English-
Spanish; and for English to Italian and Japanese to English. The publishing company
Langenscheidt acquired rights to sell a version of METAL, in collaboration with
GMS (Gesellschaft fiir Multilinguale Systeme, now owned by Lernout & Hauspie) —
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the system is called ‘Langenscheidt T1’ and offers various versions for German and
English translation. Also from Germany is the Personal Translator, a joint product of
IBM and von Rheinbaben & Busch, based on the LMT (i.e. Logic-Programming
based Machine Translation) transfer-based system under development since 1985.
LMT itself is available as a MT component for the IBM TranslationManager. Both
Langenscheidt T1 and the Personal Translator are intended primarily for the non-
professional translator, competing therefore with Globalink and similar products. (For
these developments see proceedings of MT conferences: AMTA, EAMT, MT
Summit, and MT News International.)

Sales of commercial PC translation software have shown a dramatic rise. There
are now estimated to be some 1000 different MT packages on sale (when each
language pair is counted separately.) The products of one vendor (Globalink) are
present in at least 6000 stores in North America alone; and in Japan one system
(Korya Eiwa from Catena, for English-Japanese translation) is said to have sold over
100,000 copies in its first year on the market. Though it is difficult to establish how
much of the software purchased is regularly used (some cynics claim that only a very
small proportion is tried out more than once), there is no doubting the growing
volume of ‘occasional’ translation, i.e. by people from all backgrounds wanting
renderings of foreign texts in their own language, or wanting to communicate in
writing with others in other languages, and who are not deterred by poor quality. It is
this latent market for low-quality translation, untapped until very recently, which is
now being discovered and which is contributing to massive increases in sales of
translation software.

MT on the Internet

At the same time, many MT vendors have been providing network-based
translation services for on-demand translation, with human revision as optional
extras. In some cases these are client-server arrangements for regular users; in other
cases, the service is provided on a trial basis, enabling companies to discover whether
MT is worthwhile for their particular circumstances and in what form. Such services
are provided, for example, by Systran, Logos, Globalink, Fujitsu, JICST and NEC.

Some companies have now been set up primarily for this purpose: LANT in
Belgium is a major example, based on its rights to develop the METAL system and
on the Eurolang Optimizer, which it also markets (Caeyers 1997). Its speciality is the
customisation of controlled languages for use with its MT and translation memory
systems. In late 1997 it launched its multilingual service for the translation of
electronic mail, Web pages and attached files. And in Singapore, there i1s MTSU
(Machine Translation Service Unit of the Institute of Systems Science, National
University of Singapore), using its own locally-developed systems for translation
from English into Chinese, Malay, Japanese and Korean (with Chinese its main
strength) and with editing by professional translators. The service is providing large
scale translation over the Internet for many customers world wide (mainly
multinational organisations), and including much of the localisation needs for
software companies in the Chinese-language markets (LISA Forum Newsletter 4(3),
August 1995, p.12.)
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A further sign of the influence of Internet is the growing number of MT
software products for translating Web pages. Japanese companies have led the way:
nearly all the companies mentioned above have a product on this lucrative market;
they have been followed quickly elsewhere (e.g. by Systran, Globalink, Transparent
Language, LogoVista). As well as PC software for translating Web pages, we are
now seeing Internet services adding translation facilities: the most recent example is
the availability on AltaVista of versions of Systran for translating French, German
and Spanish into and from English — with what success or user satisfaction it is too
early to say (Yang and Lange 1998).

Equally significant has been the use of MT for electronic mail and for ‘chat
rooms’. Two years ago CompuServe introduced a trial service based on the
Transcend system for users of the MacCIM Support Forum. Six months later, the
World Community Forum began to use MT for translating conversational e-mail.
Usage has rocketed (Flanagan 1996). Most recently, CompuServe introduced its own
translation service for longer documents either as unedited ‘raw’ MT or with optional
human editing. Soon CompuServe will offer MT as a standard for all its e-mail. As
for Internet chat, Globalink has joined with Uni-Verse to provide a multilingual
service.

The use is not simple curiosity, although that is how it often begins.
CompuServe records a high percentage of repeat large-volume users for its service,
about 85% for unedited MT — a much higher percentage than might have been
expected. It seems that most is used for assimilation of information, where poorer
quality is acceptable. The crucial point is that customers are prepared to pay for the
product — and CompuServe is inundated with complaints if the MT service goes
down!

It is clear that the potential for MT on, via and for the Internet is now being
fully appreciated — no company can afford to be left behind, and all the major players
have ambitious plans, e.g. Lernout & Hauspie (McLaughlin and Schwall 1998),
which has now acquired MT systems from Globalink, Neocor and AppTek as well as
the old METAL system (from GMS).

Future needs and developments

Despite the recent growth of systems for personal computers and of Internet
services, it is still true to say that there is nothing yet really suitable for the
independent professional translator, i.e. for those not working for large companies or
in translation organizations. It is known that some translators have tried to apply
commercial PC-based software to their needs, but the amount of adaptation required
and the generally poor output has made them unsatisfactory and uneconomic. More
suitable for the independent translator would be a cost-effective translation
workstation. However, current workstations on the market are still too expensive for
the individual translator. Although there is promise of low-cost computer tools for
this potentially large market — e.g. terminology and concordancing software, and
perhaps alignment software — there is no doubt that this segment is not being covered
as well as many other areas.

Another area at present poorly served is the need for reliable but low-cost
translation of documents into unknown foreign languages where users do not want to
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engage expert bilingual translators. There is no problem with translation into
recipients’ own languages — PC systems can give adequate ‘rough’ versions for users
to get some idea of the basic message — but for translation into an unknown language
there are still no solutions. There have been recently some cheap Japanese products
which serve this specific ‘foreign language authoring’ demand in the case of writing
business letters (based on standard phrases and document templates), but for other
areas and for longer documents, where there is less ‘stereotyping’, there is nothing as
yet. For translation into another language unknown (or poorly known) by the sender,
what is really required is software which can be relied upon to provide good quality
output (and most PC products are not good enough). A number of research groups are
investigating interactive systems, where the sender composes an MT-friendly version
of a letter or document in collaboration with the computer. With a sufficiently
‘normalised’ input text, the MT system can guarantee grammatically and stylistically
correct output. As yet, however, this work (e.g. at GETA in France) is still at the
laboratory stage (Boitet and Blanchon 1995).

The same is true for software combining MT with information access,
information extraction, and summarisation software. There are no commercial
systems yet on the market; developments are still at the research stages. The potential
and the demand has been recognised: for example, in recent years, most research
funds of the European Union have been focused not on MT or ‘pure’ natural
language processing (as it was during the 1980s), but on projects for multilingual
tools with direct applications in mind; many involve translation of some kind, usually
within a restricted subject field and often in controlled conditions (Hutchins 1996;
Schiitz 1996). As just one example, the AVENTINUS project is developing a system
for police forces in the area of drug control and law enforcement: information about
drugs, criminals and suspects will be available on databases accessible in any of the
European Union languages.

There is growing interest in such multilingual applications worldwide. The
application that has received most attention has been ‘cross-language information
retrieval’, 1.e. software enabling users to search foreign language databases in their
own languages. As yet most work has focussed on the construction and operation of
appropriate translation dictionaries, for the matching of query words against words or
phrases in document databases (Bian and Chen 1998, Oard 1998) — although the
provision of software for fast translation of original texts into the enquirer’s own
language is naturally also envisaged (McCarley and Roukos 1998). Clearly it will not
be long before commercial software is available for this application.

The future application that is probably most desired by the general public is the
translation of spoken language. But, from a commercial (and even research)
perspective, the prospects for automatic speech translation are still distant (Krauwer
et al. 1997). It was only in the 1980s that developments in speech recognition and
synthesis made spoken language translation a feasible objective. In Japan a joint
government and industry company ATR was established in 1986 near Osaka, and it is
now one of the main centres for automatic speech translation. The aim is to develop a
speaker-independent real-time telephone translation system for Japanese to English
and vice versa, initially for hotel reservation and conference registration transactions.
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Other speech translation projects have been set up subsequently. The JANUS system
1s a research project at Carnegie-Mellon University and at Karlsruhe in Germany. The
researchers are collaborating with ATR in a consortium (C-STAR), each developing
speech recognition and synthesis modules for their own languages (English, German,
Japanese). (One by-product of this research was mentioned earlier: the rapid-
deployment project for custom-built systems in less-common languages.) The fourth
major effort in speech translation is the long-term VERBMOBIL project funded by
the German Ministry for Research and Technology which began in May 1993. The
aim is a portable aid for business negotiations as a supplement to users’ own
knowledge of the languages (German, Japanese, English). Numerous German
university groups are involved in fundamental research on dialogue linguistics,
speech recognition and MT design; a prototype is nearing completion, and a
demonstration product is targeted for early in the next century.

Speech translation is probably at present the most innovative area of computer-
based translation research, and it is attracting most funding and the most publicity.
However, few experienced observers expect dramatic developments in this area in the
near future — the development of MT for written language has taken many years to
reach the present stage of widespread practical use in multinational companies, a
wide range of PC based products of variable quality and application, growing use on
networks and for electronic mail. Despite today’s high profile for written-language
MT, researchers know that there is still much to be done to improve quality. Spoken-
language MT has not yet reached even the stage of real-time testing in non-laboratory
settings.

Comparison of human and machine translation

From this survey it should be apparent that the application of computers to the
task of translating natural languages has not been and is unlikely to be a threat to the
livelihood of professional translators. Those skills which the human translator can
contribute will continue always to be in demand. There is no prospect, for example,
that machine translation could ever attempt the translation of literary or legal texts.
By contrast, for the rough translation of electronic texts on the Internet there is no
rivalry for machine translation — human translators cannot compete in terms of speed,
even if they were prepared to undertake poor quality translation of ephemeral
material.

We may compare the relative merits of human and machine translation
according to the categories of need and use outlined at the beginning of this paper. As
far as the dissemination function (production of publishable translations) is
concerned, human translation is more satisfactory and less costly overall whenever it
i1s a question of translating one particular text in a unique subject domain (whether
scientific, technical, medical, legal or literary). Machine translation demands the
costly investment of dictionary maintenance and updating and the costly involvement
of post-editing. This can be justifiable (i.e. cost-effective) only when large volumes
of documentation within a particular domain are being translated. It is even more
justifiable if translation is into more than one target language (when pre-editing
and/or vocabulary and grammar control of original texts is possible), and when there
is considerable repetition. For such tasks, the human translator would be
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overwhelmed by the scale of the task, by the boring repetitiveness and by the need to
maintain terminological consistency. By contrast, the computer can handle large
volumes and can automatically maintain consistency. In brief, machine translation is
ideal for large scale and/or rapid translation of (boring) technical documentation,
(highly repetitive) software localisation manuals, and real-time translation of weather
reports. The human translator is (and will remain) unrivalled for non-repetitive
linguistically sophisticated texts (e.g. in literature and law).

For the translation of texts for assimilation, where the quality of output can be
poorer than that for texts to be published, it is clear that machine translation is an
ideal solution. Human translators are not prepared (and resent being asked) to
produce ‘rough’ translations of scientific and technical documents that may be read
by only one person who wants to merely find out the general content and information
and 1s unconcerned whether everything is intelligible or not, and who is certainly not
deterred by stylistic awkwardness or grammatical errors. Of course, they might prefer
to have output better than that presently provided by most MT systems, but if the
only alternative option is no translation at all then machine translation is fully
acceptable.

For the interchange of information, there may still in the future continue to be a
role for the human translator in the translation of business correspondence
(particularly if the content is sensitive or legally binding). But for the translation of
personal letters, MT systems are likely to be increasingly used; and, for electronic
mail and for the extraction of information from Web pages and computer-based
information services, MT is the only feasible solution.

For spoken translation, by contrast, there will be a continuing market for the
human translator. There is surely no prospect of automatic translation replacing the
interpreter of diplomatic and business exchanges. Although there has been research
on the computer translation of telephone enquiries within highly constrained
domains, and future implementation can be envisaged in this area, for the bulk of
telephone communication there is unlikely to ever be any substitute for human
translation.

Finally, MT systems are opening up new areas where human translation has
never featured: the production of draft versions for authors writing in a foreign
language, who need assistance in producing an original text; the on-line translation of
television subtitles, the translation of information from databases; and no doubt, more
such new applications will appear in the future. In these areas, as in others mentioned,
there is no threat to the human translator because they were never included in the
sphere of professional translation. There is no doubt that MT and human translation
can and will co-exist in harmony and without conflict. [12]

7 Glossary of terms
access - JOCTyll — Tpoiieaypa BeiOOpku uHbopmainuu u3 IBM (Hamp. u3 ee

naMsITH) 100 BEIOOPKU MHCTPYKIUN B XOJI€ ONepaluii Ha KOMIIBIOTEPE.
accumulator- akkymynsaTop (CymMMaTop, HaKaIJIMBAIOIIMN PpPETUCTP) —
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PETUCTpP, COXPAHAIOMIUNA PE3yIbTaThl BBHIMOTHEHUS KOMAHABI JIJIS1 MCIIONH30BAHUS B
MOCTIEAYIOIINX OTIepaIHsIX.

address -agpec—ykazaHu€  MECTOMNOJIOKEHUS  SYECWKA  TMaMsIThd B
3alIOMHUHAIOLIEM YCTPOMUCTBE.

algorithm- anroputmM—nabop npeanUCaHMii, OJHO3HAYHO OMPEACIISTIOMINX
MOCTIEIOBATEIBHOCT M COJCp)KaHWE BBIMOJHEHUS ONEpaluidi s pelIeHus
OTIpeIeNICHHON 3aJ]a4M B BU/IE TIOLIArOBOM MPOTPaMMBI.

analog (analogue) system- ananoroBasi cucTeMa—cCHUCTEMA, B KOTOPOM OAHA
(BpIXO#HAs) (u3MUecKas BeIMYMHA, HM3MEHSIONIAsCS IO 3aKOHY HEMpepbIBHON
(GYHKIMH, UCTIONB3YETCS B 3HAYCHUH APYTOi (BXOIHOM) BEIMUMHBI U HETIPEPHIBHO C
HEeil COOTHOCHUTCS. YTPOIIEHHBIM MPHUMEp: YIIIOBOE IMEpPEeMEIIEHHE CTPEIOK YacoB
UCTIOJB3YETCS KaK aHAJIOT XO7a BPEMEHH.

analog (analogue) computer- aHajIOTOBBIM KOMIIBIOTEP —KOMIIBIOTED,
UCTIONB3YIOMNKA  (U3NYECKUE  BEIMYMHBL, (DYHKIMOHAIBHO  W3MEHSIOIIUECS
aHAJIOTUYHO  HUCCIIElyeMbIM  BEIUYHHAM, Ui  MOJEIHPOBAHHS  IMOCICTHUX.
OYHKIMOHUPOBAHUE TAKUX KOMIBIOTEPOB OMHCHIBACTCS TEMH K€ YPAaBHEHUSIMU, YTO
U pemraeMas 3agava. llonp3oBaTenb TMOMydYaeT peIIeHHE, 3a/aaBas IapaMmeTphl
KOMIBIOTEPY, COOTBETCTBYIOILINE HCXOIHBIM JaHHBIM 33/1a4H, U U3MEPSAS MapaMeTphl,
COOTBETCTBYIOIIUE PE3yIbTaTaM.

[Ipocrelimuii mpuUMep «HEIIEKTPOHHOTO» KOMIbIOTEpa - JIorapupMuUyecKast
JWHEWKa, UCTIONB3YIoNIas JIMHY B KaUeCTBE aHAJIOTa YMCICHHOW BETTMYMHBI.

Analog-Digital converter (A/D converter) (see D/A converter) - aHamoro-
nudposoit nmpeodpazoBatens (AILIl) —ycTpoiicTBO, mpeodpaszyroiiee HEnpephIBHO
U3MEHSIONTYIOCS (PU3NYECKYIO BEIMYMHY B MOCIEAOBATEIHLHOCTD YHCEN.

[Tpumep: ALII 3neKTpOHHO-LIU(PPOBBIX 3IEKTPOUIMEPUTENBHBIX MPUOOPOB,
4acoB, BECOB.

analog integrated microcircuit (see digital integrated microcircuit) -
aHalOTOBasi MHTErpajbHAs MHUKpPOCXEMa —MHKPOCXeMa, TMpeJHa3HAYCHHAs s
npeoOpazoBaHusi U 00pPaOOTKH CUTHAJIOB, U3MEHSIIOUIMXCS MO0 3aKOHY HENPEPbIBHON
GyHKIMY.

application package- naker npuxnaaasix mnporpamm (IIIIIT) — nHabop
nporpamMM JiJIsl pElIeHHs Ha KOMITBIOTEpE 3aJad OIMpEeNeJIeHHOTO Kiacca WM s
NPE0CTABIICHHS TOTH30BATEIIO OMPE/ICICHHBIX YCIYT.

arithmetic/logic unit -apudmernxo-noruueckoe ycrpoiictso (AJIY) — vactpb
npoleccopa KOMITbIOTEPA, BBHIMONHSIOMIAS ONEPaluyd HaJ JaHHBIMH, B OTJIIMYHE OT
gyacTel, OTBETCTBEHHBIX 32 OTEpAIH YIPaBICHUSI.

Artificial Intelligence (AI) - UCKYCCTBEHHBIM  MHTEIIEKT—pa3ies
UHPOPMATHKH, 3aHUMAIOIIMNCS METOJMKOW pemIeHus 3aaad, g KOTOPBIX
OTCYTCTBYIOT (OpManbHBIE aNTOPUTMBI: TIOHMMAaHHWE E€CTECTBEHHOTO S3BIKa,
oOyueHue, pacro3HaBaHHe U300paKEHUH | T. 1.

Assembler- accemOnep, s3bIk acceMOiepa — S3bIK MPOrpaMMHUPOBaHUS,
HOHSTHSL KOTOPOrO OTPa)XaroT CHeHUPUKY NOCTPOEHUs («apXUTEeKTypy») OBM:
BUJIbI UHPOPMALIMOHHBIX TOTOKOB, CIIOCOOBI UX 0OPAOOTKH U T. M.

assembler program -nporpamma-acceMOiep—oOcCay>KuBaroliasi TporpaMmma,
KOTOpasi mpeoOpa3yeT CHMBOJMYECKHE HHCTPYKIIMM Ha s3bIKe accemOiepa B
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KOMaH/Ibl MAIIMHHOTO KOJa.

bar code- 6ap-koj, yauBepcanbhblii Toproeuiid ko (Y TK)—kop, cocTosmmit
U3 MOCJEeI0BAaTEIbHOCTH HAHECEHHBIX JIMHHWM, TJe KOJAUpOBaHUE OyKB M 4HCEl
MPOU3BOJUTCS MOCPEACTBOM BapUallUU ITUPUHBI IUHUM U PACCTOSIHUS MEXKTY HUMHU.
bap-xoa HaHOCUTCS Ha yNakOBKY TOBapoOB JUJISl MX OMO3HAHMS B Kacce Mara3vHa U T.
0. C TMOMOUIbIO ONTHYECKOTO0 CKAaHUPYIOMIEro (C OOeraronmM CUHUTHIBAIOIIUM
Ja3epHbIM JIy4OM) yCTPOMCTBA.

[IpocTeiimas nosicHstoas aHainorus 0ap-kojga—a3z0oyka Mopse.

BASIC (Beginner's All-purpose Symbolic Instruction Code) -BEICUK—
SI3BIK  IPOTPAMMMPOBAHUS BBICILIETO YPOBHS, HAIIOMUHAIOIIMN AHTJIMUACKUN U
UCIIOJIB3YEMBIN B MPOTPAMMUPOBAHUHU JIJISI POCTHIX BHIYUCIECHUM.

binary system- OuHapHasi cucTeMa—BOMYHAsE MaTeMaTU4yecKasi CUCTeMa
CUMCIICHHUS, B KOTOPOM MCIONB3yIOTCA ToJbKO uncna 0 u 1. Bece octanbHble uncna
MOTYT OBITh MPEACTABICHBl MO3UIUOHHO Pa3MEIIEHHON IOCIe10BATEIbHOCTHIO
eauHul] 1 Hyneid. Hanpumep, uncno 5 nzoOpaxaercs kak 101, yucino 6— kak 110 u
T. 1.

binary system code, binary code- 1BOWYHBIN KOJI—KOJ JJIsl IPEJCTABICHUS
JTAHHBIX, 3aMUCHIBAEMBIN B BUJE psijia HyJIeH U eUHUI], Y100eH B ITU(POBOIM TEXHUKE
JUTISI KOMITBIOTEPHBIX OIEpaliii, TaKk Kak UMEeT MHOTO (PU3NYECKUX AHAJIOTOB: «+» U
«—», «BKJIIFOYCHO» U «BBIKJIOYCHO» U T. .

bipolar- OumnonsipHblii (TEPMHH OTHOCUTCS K MOJYyHPOBOAHUKOBBIM
YCTPOMCTBAaM, B KOTOPBIX YCHJIEHHE MO TOKY JOCTUTAaeTCsl NPH B3aUMOJICHCTBUU
MOJIO)KUTENbHBIX U OTPULIATENbHBIX 3apsI/IOB).

bit (Binary digit) -Our, ABOMYHBIN pa3psa—>JeMEHTapHas eauHHIlA
uH(pOpMaIMK, KOTOpasi MOKET MPUHUMATh OJTHO U3 JBYX 3HaueHui: nubo 0, nudo 1.
1024 6uta cocTaBusatoT 1 kumoour (KOuT).

Hamnpuwmep, 64 x6ut cogepxut 64 X 1024 ==65536 OutoB undopmariuu.

bus - mmHa (maHHBIX, aJAPECOB, YNPaBICHHS) — JHHUA CBA3H OJHOTO WU
HECKOJIbKMX UCTOYHUKOB C OJJHUM WJIM HECKOJIHKUMU MPUEMHUKaMU WH(OPMaIUH.
byte - Oaiir - oOmenpuHATas eAWHHWIA U3MEpPEHUs HHPOPMALMOHHON

MOIIIHOCTH KOMITBIOTEpa, €ro WH(OPMAIMOHHOW EMKOCTH W TMaMSITH, CKOPOCTH
nepenayd MHPOPMAIMKA U T. 1., COOTBETCTBYIOIIAs OJTHOMY 3HAaKy JIaHHBIX: OYKBE,
nuppe win cumposly. OnuH OGalT OOBIYHO COCTOMT M3 BOCBMU OWTOB. 1 KOaT
(kmno6aiiT) paBen 1024 Gaiitam nHpOpMaLUK WK OJHOM MAIIMHONKCHON CTpaHUILIE
yepe3 JBa MHTepBajia. [[s mpoCTOTHI YacTo TroBOPAT, 4TO 1 KOAWT — 3TO ThICSYA
OaittoB; 1 Mo6auT (merabait) pasen 1024 Gaiitam, HO 4acToO TOBOPSIT, uTo 1 MbOanT—
9TO MUJUIMOH OalTOB.

central (data) processor, Central Processor Unit (CPU) -uneHTpaJIbHBII
npoueccop (LII) —ueHTpaibHOE YCTPOMCTBO KOMIIBIOTEPA WM BBIYMCIUTEIIHLHOU
CHUCTEMBbI, BKJIOYaOIIee apu(pMeTHyecKkoe yCTPOWCTBO, YCTPOWUCTBO YMPAaBJICHUS U
paboune peructpbl. OCYIIECTBISIET, HapsIy C OOpabOTKOW JaHHBIX, yMIpaBICHUE
JIPYTEMH YCTPOHWCTBAMHM KOMITBIOTEPA WJIM CHCTEMBI, Harpumep, nepudepuitHbIMU
CPEICTBAMH.

Charge Coupled Device (CCD) -npubop c¢ 3apa10Boil (IOCpeacTBOM
anekTpocTatuyeckoro 3apsana) cBa3bto  (I13C), wucnomp3yeMblii Kak MaMsTh
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(3armomMuHaroIIee YCTPOUCTBO) € MOCIEI0BATEIbHON BHIOOPKOH JaHHBIX.

chip - YKMI—mONMYNPOBOAHUKOBEI KPUCTAUT YUCTOTO KPEMHHS, CIIOU
KOTOPOT'O BBITPABJIEHBI U JIETUPOBAHBI, T. €. IO CHEUATBHON TEXHOJIOIMU CHAOKEHBI
n00aBKaMH TPOBOJHUKOBBIX WM MOJYMPOBOJHUKOBBIX MpPUMECEH, TaKk 4YTO OHHU
00pa3yloT pPa3aM4HOIO POJa 3JIEKTPOPAJAHOIIEMEHThI, KOTOPbIE B COBOKYMHOCTHU
COCTABJIAIOT PEUIETKY 3aKOHYEHHOW MHTETPAIBHON CXEMbl, IKBUBAJICHTHOU ThICAYAM
TPAH3UCTOPOB U JIPYTUX MHIMBHUAYAJIBHO U3TOTOBISIEMBIX 3JIeMEHTOB. Kak mpaBuio,
YUIT—OTO CEKIIHs, BhIpe3aHHasl N3 KPEMHHEBOU TTACTUHBI.

COBOL (COmmon Business Oriented Language) - KOBOJI— s3bik
IPOrpaMMHPOBAHUS, TPUMEHSIEMBI B OCHOBHOM IIpU PELIEHUU C NoMoIlbo OBM
KOMMepYeCcKuX 3agad command KOMaHJa, WHCTPYKUUS—eIUHUYHBIA IIar paboTsl
KOMIIBIOTEPA, COCTABICHHBI B BHUAEC NPEANUCAHUs HAa MAIIMHHOM S3BIKE U
ONMPENENSIONIMI  MOJUIeKALYI0 BBIMOJHEHUIO (DYHKIMIO M €€ HeoOXOAUMBIE
NpU3HAKU—ATPUO Y THI.

compiler (see interpreter) - KoMIUIATOp—IIepenaramas nporpamma,
UCHoJib3yeMasi Juisl mpeoOpa3oBaHUs MPOrpaMMbl Ha SI3bIKE€ MPOrpaMMHMPOBAHUS
BBICOKOTO YPOBHSI B Ty JK€ MIPOrpaMMy B MAIIMHHOM KOJI€.

Complementary Metal-Oxide-Semiconductor field-effect transistor
(CMOS) - [OnOJHSIOMMA  TOJEBOW  TPaH3UCTOP THUMA  METaUI-OKHUCEN-
nonynpoBoaHuk Computer Aided Instruction (CAI), Computer Aided Learning
(CAL) nporpaMMupoBaHHOE 00yY€HHUE € MOMOILBbIO KOMIIBIOTEPA.

Computer Numerical Control (CNC) -MHKpONpOLIECCOPHOE YHCIO BOE
nporpaMmMHoe ympasiaenne (MII UIIY)-ynpaBneHus NOpoueccoM ¢ IMOMOIIBIO
3aMporpaMMHUPOBAaHHON B MHUKpPONPOLIECCOPE  MOCIEAOBATEIBHOCTH  KOMAaHI,
3aKOJIMPOBAHHBIX C TIOMOIIBIO YHUCEI-KOOPJAUHAT, HANpUMEp, KOOPAMHAT TOYEK
yeprexa JIeTalau, U3TOTOBISIEMO Ha 00OpYyAOBaHHOM MUKporpoueccopHsiM YITY
CTaHKe - aBTOMATE.

digital integrated microcircuit (see analogue integrated micro-circuit) -
nugpoBasi HHTErpajibHasg MHUKPOCXEMa — MHUKpPOCXeMa, MpeJHa3HayeHHas s
npeoOpa3oBaHusi U O00paOOTKU CUTHAJIOB, U3MEHSIONIUXCS M0 3aKOHY JTUCKPETHOM
(«cTyneH4yaToi») G yHKIIUH.

YacTHpIM ciiydaeM LHU(PPOBOM HMHTETrpaJbHOM MHUKPOCXEMbl  SIBISETCS
JOTUYECKas MUKpOCXeMa, ONepupyrolllas CUrHajdaMu B JBOMYHOM U(POBOM KOJIE

Direct Memory Access (DMAC) -npsiMmoii (HEOCPEACTBEHHBIN) JOCTYH K
namsita DBM.

disk -nMcK, MarHUTHBIA JUCK—3alOMHUHAIOLIEE YCTPONCTBO, HAKOMHUTEINb
UHPOpMAIMN KOMIBIOTEpa. B KPyMHBIX KOMIBIOTEpax HHQPOpMAIUS XpaHUTCS B
OOJBIINX JUCKOBBIX MAKETaX, COCTOSIINX M3 HECKOJBKUX JUCKOB, CMOHTHPOBAaHHBIX
Ha BaJMKe. B MHUKpPOKOMMBIOTEpaX HCHOJIB3YIOTCS TBEPAbIE WM THOKHE JUCKH.
TBepable AUCKU OOBIYHO YCTAHABIMBAIOTCS B HETO CTAI[MOHAPHO.

disk drive -n1uckoBoA—YyCTpOCTBO, O3BOJIsAIONIEe DBM CUMTHIBATH C TUCKOB
M 3alMChbiBaTh HA HUX JaHHble. J[MCKOBOA BpamlaeT MAWCK U yHOpPaBIsET
NEPEMEIICHUEM CUNTHIBAIOLIEH TOJIOBKHU.

display- nucrieil — ycTpoWCTBO BU3yalbHOTO OTOOpa)keHHs MHGPOpMAIH,
HanpuMmep, LUPPOBOM HMHIMKATOP, MHAMKATOP HAa AIIEKTPOHHO-Iy4eBOH TpyOKe,
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rpauuecKkuil TepMUHaI.

encoder - kojep — YCTpPOMCTBO, mpeoOpasylouiee JaHHbIE B TPeOyeMYIo
KOJMPOBaHHYIO PopMy.

fiber optics- BOJOKOHHAs ONTHKa—OINTHYECKAss CHUCTEMa, HCIOJIb3YIOIIAs
CTEKJITHHbIE BOJIOKHa B KayeCTBE CBETOBOJOB Ul MepeJayd ONTUYECKHX
U300paKEHUN WM KOJAUPOBAHHBIX CBETOBBIX UMITYJIHCOB.

Field Effect Transistor (FET) - mnoneBoil TpaH3UCTOp—TpaH3UCTOp, B
KOTOPOM TOK MEX]y JBYMsI BbIBOJIaMH, HCTOKOM U CTOKOM, MPOXOJsS 4Yepe3 KaHall,
TOHYAMIIUM CJIIOW C JJIEKTPOHHOU WM JBIPOYHOW MPOBOAUMOCTBIO, YIIPABISAETCS
[OJIEM, BO3HHUKAIOIIUM NpPU MPUIOKEHUM HANPSDKEHHUS MEXAY HMCTOYHUKOM U
TPETHUM BBIBOJIOM, 3aTBOPOM.

file- palin—wumMeHoBaHHast 00J1aCTh BHEITHEHW aMSTH JJIsI XpaHEHUS POTPaMM
U JIOTUYECKH pAaclOJOKEHHbIX JaHHbIX. B  Qalimax wMoryr coaepaTbcs
POU3BOJIBHBIE TEKCTOBBIE JOKYMEHTbl W YHCIOBBIE JaHHbIE, 3aKOJAMPOBAaHHAs
TabinyHas, rpaduyueckas u r00ast HHasi UHPOpMaLIUs.

[IpocTeliimass aHamorusi: mamnka ¢ MOJOOPKOM Ta3eTHBIX BBIPE30K O
CHOPTCMEHAX, PaCIONIOKEHHBIX B aj()aBUTHOM MOPSIIKE UX (HaMUIIUK.

file catalogue kartanor (ailsioB—OrMUeCKUd pa3jiesl BHEIIHETO HAKOITUTES
uHpopMalK, 00beIUHSIONUN Tpynny (ailioB U XpaHSIIMA JaHHbIE O HAa3BaHUH,
o0beMe U BpEMEHHU CO3[aHusl WM MOCIEAHEro M3MEeHeHUs (aiina.

film integrated microcircuit mieHouHas WHTETrpajbHAas MHUKpPOCXEMa—
MHUKpPOCXEMA, BCE DJIEMEHTHI U MEXJJIEMEHTHbIE COCIMHEHUSI KOTOPOU BBINOJTHEHBI B
BUJIE TUICHOK.

flip-flop, flip-flop register, half-shift register (see trigger) - Tpurrep—
AJNIEKTPOHHAsA CXeMa C JIByMsS BO3MOXHBIMH CTAOMJIBHBIMU COCTOSIHUSMH, KOTOpas
MOKET BKJIFOYATHCSI U OCTaBaThbCAd B OJHOM M3 3THUX COCTOSIHHMM B 3aBUCHMOCTH OT
BUJIa BXOJJTHOTO CUTHAJIA, OCTYIHMBILETO MOCIEIHUM.

floppy disk - duonmu-guck, ruOkui AUCK, AUCKET (a) — 3alOMUHAIOIIEE
YCTPOMCTBO B BHUAE JAHUCKA M3 TOJUMEPHOM IJIEHKH C MArHUTHBIM IOKPBITHEM,
3aKJII0YEHHOE B TUIOTHYIO OyMa)KHYIO WJIM TJIACTMACCOBYIO KAaCCETY C MPOPE3bI0 IS
JOCTyIa TOJIOBOK CUUTHIBAHUS U 3aIIUCH.

FORTRAN (FORmulae TRANSslation) - DOOPTPAH—s3bIK
IPOrpaMMHUPOBAaHUS BBICOKOTO YPOBHS, NMPUMEHSEMbI, B MEPBYIO OYepelb, MpHU
BBINIOJIHEHUU Ha DBM HayudHBIX pacueTos.

gate BEHTUJIb—IIONYIPOBOJIHUKOBBIA 3JIEMEHT C OJHUM WM HECKOJbKUMH
BXOJIaMHU, CBOMCTBa KOTOPOTO OINpPEAEIISAIOT HAIMYME U YPOBEHb BBIXOJHOI'O CUTHAJIA
IpU [0/1aue CUTHAJIa Ha BXOJ. BhImonHseT QyHKIUU 3JIEeMEHTA JOTUKHU B LU(POBBIX
cxemax.

General Purpose Register (GPR) peructp o6miero nHaznauenuss (POH) —
IPOTrPaMMHO-JIOCTYIHBIM PabOuUii PErucTp MpoIeccopa, KOTOPBIM MOMXKET ObITh
UCIIOJIb30BaH JJIsl ONIEPATUBHOIO XPAHEHUS PA3JIMYHBIX 2JIEMEHTOB MPOrPAMM.

hardware (see software) ammapatypHoe of0ecneuenue OBM— ee
MEXaHMYECKOE, FJIEKTPOHHOE, MArHUTHOE, JIEKTPUUECKOE 000py10BaHuUE.

high level BbicOkuii ypoBeHb (TEpPMUH YHOTpPEONSIETCS NPUMEHUTENIBHO K
A3bIKY TPOrPAMMHUPOBAHMS, B KOTOPOM KaXJas HWHCTPYKIHUS COOTBETCTBYET
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HECKOJIbKUM MHCTPYKITUSM MAITUHHOTO KOJa).

hybrid integrated microcircuit rubpunHasi MHTETrpajgbHas MHUKPOCXEMa—
cXeMma, cojepikamas, KpoMe SJIEMEHTOB, KOMIIOHEHTHI W/MIM KpUCTAIbl. YacTHBIM
CllydaeM THOpPUIHOW WHTErPajJbHOW MHKPOCXEMBI SIBIIETCS MHOTOKpPHCTAIbHAsS
MHTETpalbHAsT MUKPOCXEMa.

Integrated Micro-Circuit (IMC) wunterpanbnas wmukpocxema (MUMC)—
MUKpPODJIEKTPOHHOE  W3/eJIMe,  BBINOJHSIONIEE  ONPEACICHHYIO  (DYHKIIMIO
npeoOpazoBaHusi, 00padOTKKU CUTHaja W/WIM HAKOIUIEHUS MHQOpPMALUU U UMEIOIIEee
BBICOKYIO TUIOTHOCTh YMAKOBKH OJJIEKTPUYECKH COCAMHEHHBIX DSJIEMEHTOB (WIH
3JIEMEHTOB M KOMIIOHEHTOB W/WJIM KPUCTAJUIOB), paccMaTpUBaeMO€ KakK eIuHOe
Henoe.

integrated microcircuit component komnoneHT HWMC—uacte HWMC,
peanusyromias  (QPYHKUUIO  KakKoOro-iubo  3JIEKTPOpaaHUO’IEMEHTa,  Halpumep,
TPaH3UCTOpA, AMOJA, PE3UCTOpa, KOHJAEHCATOpa, KOTOpas MOXKET OBbITh 4YacThIO
rudpuaHoit UMC.

integrated microcircuit element snemenr UMC—uactes UMC, peanusyromiast
(YHKIUIO KaKoro-nbo 3JIEKTpOpaauolIeMeHTa, HalpUMeEp, TpaH3UCTOpa, JUO0a,
pe3nucTopa, KOHJEHCATopa, KoTopas, Oyaydyd HEOTAETUMOM OT KpHUCTalia WIH
MOJ/JIOKKHA, HE MOXKET OBITh BBIJIEJICHA KaK CaMOCTOSTENIbHOE u3jenue integrated
microcircuit plate mmara UMC — nomnmoxka unu 4dacte nomioxku MMC, Ha
MOBEPXHOCTH  KOTOPOH  HAHECEHBl  IUICHOYHBIE  DJIEMEHTHl  MHUKPOCXEMBI,
MEXIJIEMEHTHBIE H MEKKOMIIOHEHTHBIE COCTMHEHUS! U KOHTAKTHBIE TUTOMIAIKH.

integrated microcircuit scale of integration nokasarenb CTeIEHU CIOXKHOCTH
MHUKPOCXEMBI, XapaKTepPU3yeMbIil YHCIIOM COJEpXKAIIUXCS B HEH JJIEMEHTOB U
koMroHeHToB. Ctenenb unrerpanuu UMC onpenensercs no dopmyne: K=In N, rae
K—xoaddumment, onpenensromuii CTENEeHb WMHTErpallid, 3HAYEHHE KOTOPOTO
OKpyIJIsieTcsl 10 OnpKaiiiiero OoJbIIEro LEaoro yuciaa; N — YuCIOo 3JEMEHTOB U
xoMmnoneHToB MMC integrated microcircuit substrate moanoxka MMC—3aroTtoBka
rmatel UMC.

interface unTepdeiic—COBOKYIMHOCTh CPEJICTB U MPaBUJ, OOECIEUUBAIOIIUX
Joru4YecKkoe Wiu (pusnyeckoe yHU(DUIIMPOBAHHOE COMpPsKEHHE (B3aMMOJIEHCTBHE)
YCTPOWCTB W/WJIHM MPOTPAMM IOJCUCTEM, BXOISIINX B BBIYUCIUTENBHYIO CUCTEMY, B
yacTHOCTU CBsi3b OBM ¢ gpyroit OBM mubo ¢ monw3oBatenem. duznmyeckuit
uHTepeic ompenenser THUIl CTHIKA, YPOBHU CHUTHAJIOB, HWMIENAaHC (BBIXOJHOE
COTIPOTUBIICHHE ), CHAHXPOHHU3ALIMIO U JIPyrUe YHUPHUIIMPOBAaHHBIC MTapaMeTphl KaHala
CBSI3M; MPOTPaMMHBIN HHTEp(dENC onpeaenseT COBOKYIMTHOCTh JOMYCTHMBIX MPOLETYP
WIN OTIepalii ¥ UX MapaMeTpoB, CIUCOK OOIIMX MEePEMEHHBIX, 00IacTell maMsITH U
JIPYTUX OObEKTOB .

internal memory omneparuBHas TaMmATh, OMEPATHBHOE 3aMIOMHHAOIIEE
yctpoiictBo (O3Y) — yCTpOWCTBO, T/A€ pPa3MEUIAIOTCA BO BPEMSI HUCIOJHEHUS
OpOrpaMMbl, a TaKke UCHoJib3yeMble UMM AaHHble. O3Y xapakTtepusyrorcs Oosee
BBICOKOW CKOPOCTBIO 3aITMCH U YTEHUS U MEHBIIUM O0OBEMOM, YeM BHEIIIHSS MTAMSTh.
IIpu BBIKIIFOYEHNN MAIIMHBI cofepkumoe O3V He coxpaHseTcs .

interpreter (see compiler) wuHTEepnIpeTaTOp—IpOrpaMmMa, MNEPEBOASIIASL
KOMaHJIbl MPOTPAMMHUPOBAHUS BBICOKOTO YpPOBHS B KOMAHJIBI MAIIMHHOTO KOJa,
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NOJIJIEKAIE€ HEMEJIEHHOMY HCIIOJIHEHHUIO.

keyboard knaBuatypa—ycTpoHCTBO BBOJA TE€KCTOB, YHCEN W YHPABIAIOLICH
uHdopmanuu B mamsitb DBM. BHenine nmoxoska Ha KJaBUaTypy OOBIYHOM MUITYIIEH
MAIllMHKH, HO UMEET JOIMOJHUTENbHbIC KJIABUIIU JIJIi PACIIUPEHUS BO3MOXKHOCTEH
ynpasieHuss OBM.

Large Scale Integrated (LSI) microprocessor Oonbliasi HHTErpajibHas
mukpocxema (BMC)—uHTrerpanbHas MHKPOCXEMa, BBINOJHSOMAA — (DYHKIIUIO
MUKponpoueccopa win ero yactd. Ilo cymectBy, 3to BMC c¢ mnpoueccopHoi
opraHuzaiuen, papaboTaHHasl CHElUUATBbHO JIJIsi MOCTPOCHUS MHUKPOMPOILIECCOPHBIX
CUCTEM.

Large Scale Integration (LSI) of integrated circuit BbpiCOKas cTeIeHb
WHTErPAIli UHTETPATbHON CXEMBI.

Light-Emitting Diodes (LED) display naucmneli Ha CBeTOAHOJAX.
[IpumensieTcs: yarie BCEro B HU3KOBOJIBTHBIX JIEKTPOHHBIX YCTPOMCTBAX, HAIIPUMED
B HEKOTOPBIX TUIAX JEKTPOHHBIX ITU(POBHIX YACOB.

Liquid Crystals Display (LCD) nucmieit Ha )KUJIKUX KpUCTAJIaX, HAIPUMED
CTaH/JapTHOE CEMUCErMEHTHOE LU(POBOE TabIO KAPMAHHOTO KaJIbKYJISITOPA.

logical element, logic circuit goruyeckuii >3JIeMEHT—DOJIEMEHTAapHAS
MOJIYTIPOBOHUKOBAS CXeMa, UMEIOIIasi 1Ba YCTOMYMBBIX JIOTUYECKUX COCTOSTHUS.

machine code (see machine language,) MamuHHBIH KOA—CHCTEMa
KOJMPOBAHUs, HA KOTOPYIO PACCUMTaH LIEHTPAJIBHBINA MMPOLECCOP KOHKpeTHOH DBM,
npeaHa3HauYeHHAs IS PEeACTaBIeHUs B IIpolieccope Habopa BBOJUMBIX KOMaH/I.

machine language (see machine code) ManUHHABIN S3bIK, SA3bIK MAITMHBI —
cucrema komanx OBM. To ke, 4TO MallIMHHBIA KOJ.

magnetic disk MarHUTHBI JUCK—KpyTiash IUTACTUHKA C MAarHUTHBIM
MOKPBITUEM, HAa KOTOPYIO 3alUChIBAE€TCS MH(OpMAIIHs.

magnetic tape, magnetic stripe  MarHuTHas = J€HTa—IIOJOCKa
HAMarHUYE€HHOTO0 MaTepuaja, Ha KOTOPYI0O MOTYT HAHOCUTHCS U C KOTOPOHM MOTYT
CUUTBIBATHCS KOJAUPOBAHHBIE MAarHUTHbIE METKU. [IpuMeHsieTcs, B IEPBYIO OYepe/ib,
JU1si OOMEHa JTaHHBIMH MEXK]Ty BBIUUCIUTEIbHBIMU CUCTEMAMHU, XPAHEHUSI PE3EPBHBIX
KOIUN U JIJIs Iepe/layu MPOrpaMMHOT0 00ecTieUeHUSI.

mainframe computer 5BM «nonHoro npoduns», YHHBEPCAIbHBIN
KOMITbIOTEP—B OTJIMYKE OT MUHH U MaJIbIX KOMMEPUECKHUX.

mask Macka—QOTOHEraTuB, NPUMEHAEMbII B MUKPOIJIEKTPOHUKE IS
SKPAaHUPOBAHUS OTJIENIBHBIX YYaCTKOB IOJYIPOBOJHUKOBOIO 4YHUIA, Ha KOTOPOM
nevaraerca TpeOyeMblii PUCYHOK MHTErpaJibHOM MUKpocxembl. Ha kaxxmoil craguu
W3TOTOBJICHUS YMIIa UCTIONB3YIOTCS CIEIUAIbHBIE MACKHU.

memory MnamsiTb—YyCTPOUCTBO WM CXeMa JJIs 3allOMUHAHUS W XPaHCHHS
ucrnonszyeMoid B OBM undopmaiinu, no3posistoiiee npu He0OX0JMMOCTH U3BJICKATh
MOCJIETHIOKO.

memory unit syeiika naMaTu—peructp B namsata OBM, noctyn k KoTopoMmy
BO3MOJKEH I10 ONIPEAECIEHHOMY aJIpeCy.

Metal-Insulator-Semiconductor (MIS) technology TtexHomoruss wmerani-
TUANACKTPUK-TIONynpoBoAHUK (MJIII-TeXHOIOTHSI) —TEeXHOJIOTUs, TPUMEHsIeMas TIpu
U3TOTOBJIEHUM TPAH3UCTOPOB HMHTErpasibHbIX MHKpocxeM (MMC) u  Oonbimx
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unterpanbHeix cxeM (BUC). MII-ctpykrypa oOpa3yeTcsi ClosSIMH YKa3aHHBIX B
Ha3BaHUM MAaTEpUAIOB, HAHOCHUMBIMU MOCIJIEIOBATEIBHO METOJIAMHU AIUTAKCUU
(HapaluBaHus), OCAXACHUS U OKHUCIeHUS. KaxIplil U3 clioeB mpeacTaBisieT coOoi
(GyHKUMOHAIBHYIO YacTh TpaH3ucrtopa. M/III-texHonorusi obecrneunBaer OOJBIIYIO
IUIOTHOCTh pa3MEIEHUs AIEMEHTOB Ha IJIaTe .

Metal-Nitride-Oxyde-Semiconductor (MNOS) technology TtexHomorus
METAJUT-HUTpUA-OKUceNn-noaynpoBoguuk  (MHOII-texHonmoruss)  —TeXHOJIOru4,
OpUMeHsieMass NpU M3TOTOBJICHUM TMOJIEBBIX TPAH3UCTOPOB C H30JIMPOBAHHBIM
3atBopoM, ucnoib3dyeMbix B MMC u BUC (cm, IMC u LSI). MHOII-cTtpykTypa
oOpaszyeTrcst 4eThIpbMsl CIIOMH: 1) MeTamn (UIFOMUHHUN WM 30JI0TO) — 3aTBOp; 2)
HUTpUJ (HUTPUJ KPEMHUS) U 3) OKHCEN (IBYOKUCHh KPEMHUS) — H30JIALUSA 3aTBOPA;
4) nonynpoBOJHUK (KPEMHHH-00JIACTH UCTOKA, KaHaJla U 3aTBOpA.

Metal-Oxide-Semiconductor (MOS) technology TtexHomorus MeTasi-
okucen-noaynpoBogHuk  (MOII-TexHonorusi)  —TEXHOJOTUsl,  IpUMEHseMas
AQHAJIOTUYHO TEXHOJIOTUM METAI-HUTPUI-OKUCEN-TONynpoBoAHUK (cm. MNOS).
Nmeert Ty ke MOCIONHYI0 CTPYKTYPY, 3a UCKIIFOYEHUEM CJIOS HUTPUAA.

Metal-Oxide-Semiconductor Field Effect (MOSFET) transistor moaeBoii
TPaH3UCTOp, N3roTOBIAEHHBIN 110 MOII-TexHonoruu.

mouse Mblllb — HeOOJIbIIOE YCTPOMCTBO, coeauHeHHoe ¢ DBM kabenem.
[lepememiasice Mo CTONY, MBIIIL KOHTPOJIUPYET KYpCOp Ha MOHHUTOpE, IMO3BOJISA
BBITMOJHATH Pa3HO00pa3Hble KOMIIBIOTEPHBIE ONEpPaLIUU.

microcomputer MUKPOKOMIIBIOTEP,  MHUKPONPOLIECCOPHAsT  AJIEKTPOHHAS
BBIUMCIIUTENbHAS MamuHa (MukpoOBM, nepconansHas OBM, I[I9BM)—3BM,
cocrosilias M3 MHUKpompoleccopa (MHUKPOMPOILECCOPOB), MOJIYIPOBOJHUKOBOM
naMsTH, CPEACTB CBSI3U C NEepUPEpUIHBIMU YCTPOHUCTBAMHU U, MPU HEOOXOAUMOCTH,
NyJabTa YNpaBiICHUS M HCTOYHMKA NHUTaHUS, OOBEAMHEHHBIX OOILIEH Hecylen
KOHCTPYKLIAEH.

microelectronics MUKPOIJIEKTPOHUKA—O0IaCTh AIEKTPOHUKH,
OXBAaTbhIBAIOIAs HCCIEAOBAHUE, KOHCTPYHMPOBAHHE, WM3TOTOBJICHUE M TNPUMEHEHHE
MUKPODJIEKTPOHHBIX M3AEJINIA: UHTErPaIbHbIX MUKPOCXEM, OOJIBIINX MHTErPajbHbIX
CX€M, MUKPOIIPOIIECCOPOB U T. II.

microprocessor, Micro-Processor Unit (MPU) mukpomnporeccop (MII) —
IPOrpaMMHO-YIPABIIEMOE YCTPOWCTBO, OCYILECTBISAIONIEE TMpouecc 00padoTKu
nupoBol MHPOPMALMU U YNPABICHUE ITUM IPOLIECCOM, IMOCTPOEHHOE Ha OJHOMU
WJIM HECKOJIbKUX O0nbIux uHTerpaibHbix cxemax (bBUC).

monitor MOHUTOP—OKpaH, MOAOOHBI TENEeBU3MOHHOMY, Ha KOTOPOM
IPOYNTHIBAKOTCA JaHHbIE, BblOaBacmble OBM. Tak ke Ha3pIBaeTCsl TEpPMHUHAN C
BUJICOJIUCILIICEM.

multiple access napayenbHblii (MHOKECTBEHHBINH) JOCTYN— CHCTEMa, MpHU
KOTOPOW HECKOJIBKO MOJI30BATENEN MOTYT MOJACOEANHATHCS K OTHOU U TOM ke DBM
CO CBOUX COOCTBEHHBIX TEPMUHAJIOB.

Numerical Control (NC) uucnoBoe ynpapieHue—YyIpaBlIeHHUE, KaK PaBUIIO,
CTaHKaMH-aBTOMATaMH 110 IPOrpaMMe, OOBIYHO HAHOCUMOM Ha Nep(oJIeHTY.

on-line data processing «oHnaliH»—pexXuUM paldoThl, Mpu KoTopoM DBM
(GYHKUIMOHUPYET MOJ HEMOCPEACTBEHHBIM KOHTPOJIEM LEHTPAJIbHOrO Mpolieccopa u
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00paboTKa NaHHBIX BEAETCS B PEAJbHOM MaclliTade BpPEMEHH, T. €. M0 Mepe HX
NOCTYIUICHUS.

operand ornepaHA—UCXOJAHBIM 0a30BbI 3JEMEHT JAHHBIX, HAJ KOTOPBIMH
BBITIOJIHAETCS ONeparusl.

object program oObekTHasi MporpaMmMa—KOHEYHasl MporpaMMa B MalIMHHOM
KOJZI€, IEPEBE/ICHHA C SI3bIKa BHICOKOTO YPOBHSI MJIU A3bIKa acceMOepa nocpeicTBoM
IPOrpPaMMbI-KOMITUJISITOPA UM IPOrpaMMbI-acceMouiepa.

operation code (op-code) Koa  omepalMU—KOJ,  BBIJCISIONINMA
cnenupUYecKyo OIepanuio, KOTopas JOJDKHA OBbITh BBINOJHEHA YIPaBISIOLIUM
ycTporictBom DBM.

operational system onepanuonnas cuctema (OC)—BaxHeiiiass YacTb
nporpaMMHoro  ocHamieHuss OBM, oOecneuuBaromias — ynpaBiI€HHE  BCEMU
annapaTHbIMM KOMIIOHEHTAMHM U TMO3BOJIAIOIIAS OTIEIUTh OCTAJIbHBIE KJAcChl
IPOrpaMM OT HEMOCPEICTBEHHOI'O B3aUMO/ICICTBUS € anmnapaTypoi.

operational system command KoMaHJa ONEPAIIMOHHOW CHUCTEMBI —
TEKCTOBBII MpPHKa3, BBOJMMBIA TMOJB30BATEIEM C KJIABUATYpbl U COJEp KAl
oOpalieHue K pa3aIudHbIM (QYHKIHSAM ONEePAlMOHHOW CHUCTEMBI.

package mnaker mnporpamMmM—cBOAHAas MNpuKIaaHas nporpamma OBM ¢
COIPOBOKIAIOIIEN JOKYMEHTALIUEN.

peripheral, peripheral device, peripheral unit nepudepuiinoe ycTpoiicTBo,
BHEIIHEE YCTPOMCTBO—YCTPOMCTBO, KOHCTPYKTUBHO OTJIEJIEHHOE OT OCHOBHOIO
omoka OBM, wumeromee CcOOCTBEHHOE YIpaBICHHE W BBIMOJHSIONIEE 3alpPOChI
LHEHTPAIBHOTO Mpolieccopa 6€3 ero BMeIaTenbCTBa.

photo detector poToneTEeKTOP—DBIEKTPOHHOE YCTPONUCTBO, YYBCTBUTEIBHOE K
CBETOBOM 3HEpruu, Hanpumep, GoToaAnoa, POTOTPaH3UCTOP, POTOITEMEHT.

piezoelectric 1bE30’NEKTPUK—MATEpUal, B KOTOPOM TMOJ JAEHCTBHEM
MEXaHMYECKUX HAMpPSKEHUN BOZHUKAIOT FIEKTPUUECKUE 3aPS/IbI.

punched paper tape nepdonenta, nephopupoBaHHas JIEHTa, JIEHTa C
IpOOUTHIMU B OIPEAEIIEHHON KOAUPOBAHHOW MOCJIEI0BATEIBHOCTH OTBEPCTUSIMU.

Random Access Memory (RAM) namsTh MNOpOU3BOJIBHOTO JOCTYIIA,
3alIOMUHAIOIIEE YCTPOMCTBO C IMPOU3BOJILHOW BBIOOPKOHM ,yCTPOMCTBO NaMmsTH, B
KOTOPOM MH(pOpMALHs MOXKET ObITh BBEJICHA B JIIOOYIO AUEHKY WJIU U3BJIEUEHA U3 HEE
Read Only Memory (ROM) nocrosiHHOe 3amnoMuHaroniee ycrpoiictso (I13VY)-
YCTPOMCTBO MaMsTH, COAEPKUMOE KOTOPOrOo IOCTOSIHHO COXpaHsieTcss MpH
BeIKIIOUeHMM OBM); 3amuch wuHQOpManuuM; OHO BBINOJHATH HECNOCOOHO, a
CUMTBIBAHHE MOXET MPOU3BOJUTCA C BBICOKOW ckopocThio. B TI3Y  00bryHO
HaXOATCS MPOrpaMMbl U JaHHBIE, 00CITy)KUBatolLe paboTy anmnapaTypsl.

Register peructp-HakonuTeNlb Ha MEPEKITIOYAONINX AJIEeMEHTaxX (Harpumep, Ha
TPUITEPAX), €MKOCTb KOTOPOro OOBIYHO paBHA OJHOMY MAIIMHHOMY CJIOBY.
[Ipeqnaznauen nis xpaHeHuss uHboOpMmanMu B mpoliecce 00pabOTKM JTaHHBIX B
KOMITBIOTEpE.

resident software pe3ujeHTHOE mporpaMMHOe oObOecredyeHue — Habop
OpOrpaMM JJisi CO3JIaHUs U OTJIAJKU IPOrPaMMHOT0 00eCIeyeHusl.

semiconductor integrated microcircuit noJynpoBOAHUKOBas MHTETpaJibHAS
mukpocxema (MMMC), Bce 3IEMEHThI U MEXIJIEMEHTHBIE COCIMHEHUS KOTOpPOH
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BBITNIOJIHEHBI B 00BEME U HA TOBEPXHOCTH MOJIYNPOBOJIHHKA.

Silicon-On-Sapphire (SOS) integrated microcircuit kpemuuii-canduponas
UHTEerpaibHass  MHuKpocxema—kpemHueBas MMC  nHa  candupoBoit  (u3
CUHTETHYECKOr0 carndupa) MmoajIoxKKe.

single chip microcomputer oaHokpucranbHas MUKpoOBM — mMukpoOBM,
BBINIOJTHEHHass B Bujae ojgHod bBUC. B »stoM cimyyae Ha OJHOM KpHUCTAILIE
pa3MeIIaloTCsl MPOLIECCOpP, MOCTOSIHHOE 3anomuHaromiee ycrporctBo (I113Y) nma
XpaHEHUs1 NpPOrpamMMbl, ONEpPATUBHOE 3amoMuHaroniee ycrpoiictBo (O3Y) mna
XpaHEHHs MPOMEXKYTOUYHBIX PE3YyJbTaTOB, KaHAJbl BBOJIa-BbIBO/A, B pAJIE CIydaeB—
Tanumep.

software (see hardware) mnporpamMMmHOe oOecrieueHrue, MPOrpaMMHbIC
cpeactBa OBM-—nporpamMmMbl uiaM  HaOOp MHCTPYKUHMM, mo3Bojsomue 2SBM
BBITNOJHATh Pa3IM4HbIE ONEPaLIUU.

solid-state integrated circuit moaynpoBOJHUKOBAs HHTErpaJibHAsI CXeMa

source (language) program mnporpamMma Ha BXOJHOM S3bIKE (TpaHCISITOpA),
BXOJHAas (MCxoaHas) nporpamma OBM.

stack crek—cepus sueeKk mamsTH, 3alIOMUHAIOLIEe YCTPOWCTBO MarasuHHOIO
TUIA, B KOTOPOM NEPBBIM CUUTHIBAETCS MOCIIEIHEE 3aAMMCAHHOE CIIOBO.

subroutine noanporpaMMa — rpymnmna nporpaMMHbIX KOMaH/1, KOTOpas MOXET
OBbITh BBE/ICHA B COCTaB OCHOBHOM CTaHJAPTHON MPOrpaMMbl B pa3inyHbIX TOUKAX 10O
XOJZly BBIIIOJIHEHUS TIOCIIEIHEH.

system command koMaHaa ONEPALIMOHHON CUCTEMBI—TEKCTOBBIN IpPHUKA3,
BBOJMMBII MOJB30BATEIEM C KJIABUATYPhl U COAEPKAIINI 00pallieHrne K pa3InyHbIM
(GYHKUIMSAM ONEPalMOHHON CUCTEMBI.

telecommunication units (telecommunication aids) CpeacTBa
TEJIEKOMMYHUKAMU—IpPOrpaMMHbIE M amMapaTHble CPEACTBa, IO3BOJISIOIIME
nepenaBatb HHPoOpMaLUIO OT 0HONH DBM Kk npyroii, B TOM 4uciie Ha PACCTOSHUU

teletext Tenetexct — mnepenaya HUGPOBOM KOAMPOBAHHOM MH(MOpPMALUU IO
TEJIEBU3MOHHBIM KaHajaM.
terminal TepMuHan — YCTPOMCTBO ISl BBOJA WJIM WM3BJICYEHUS JIAHHBIX, B

YaCTHOCTHU IOJH30BATEJIEM WIIM OMEpaTopoM, npu oOMeHe uHpopmanuein ¢ IBM.
Tepmunan npencrapisieT co00il Ba OTHOCUTENBHO HE3aBUCUMBIX YCTPOMCTBA: s
BBOJA JaHHbIX (KJaBuaTtypa, nepdoparop M T.JA.) U Uil HU3BICUYECHUS JIAHHBIX
(BUACOINCIUIEN, MPUHTED, ONITUYECKOE CUUTHIBAIOIIEE YCTPOUCTBO U T. 1I.).

text editor TeKCTOBBII peakTOp—IMporpaMma IJis MOJArOTOBKH U 00pabOTKH
TEKCTOBOM HMH(pOpMalUU, KOTOpasi MO3BOJISIET BBOJUTH CUMBOJIbI (OYKBbI, IUPPHI U
JIpyrue 3Hakh) C KJIaBUATypbl M OCYLIECTBIATH pAa3jMYHbIE JEUCTBUS IO
peAaKTUPOBAHUIO (MI3MEHEHHIO) TEKCTOB MOJIb30BATEIEM.

the n-th level of integration n-nHas creneHb MHTErpaliu MUKPOCXEMBI (T.€.
MuKpocxeMa cofepxkutT ot 10" ' 1o 10" aneMeHTOB 1 KOMIIOHEHTOB BKJIIOYUTEIBHO).

timer TaliMep-TakTOBBIM TIeHEpaTOp, TE€HEpPaTOp TAaKTOBBIX HMITYJIbCOB,
o0ecreynBaroliii CHHXpOHHYIO padoTy MpoLeccopa U Apyrux.

timesharing pasneneHne BpeMEHU—METON, OOECIEUYUBAIOIINN  TOCTYI
MHOTHX ONEpaTopoB K LEHTpajibHOMY Impoueccopy DBM B TedeHHe KOPOTKHX
NOCJIEIOBATENIbHBIX ~ OTPE3KOB  BPEMEHM, UYTO HMMHUTHPYET  OJHOBPEMEHHOE
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UCIIOJIb30BAHUE CUCTEMBI.

transducer mnpeoOpa3oBaTesb, TMEPBUUHBIA MpeoOpa3oBaTelib, JIATUYUK-
YCTPOMCTBO, KOTOPOE MPeoOpa3yeT HEAIEKTPUUECKHE MapaMeTpbl B 3JIEKTPUUYECKUE
BEJIMYUHBI U DJIEKTPUIECCKUE CUTHAIIBI.

transistor TpaH3UCTOP-aKTUBHOE IOJYIPOBOJHUKOBOE YCTPOHMCTBO C TpeMms
ANIEKTPUYECKUMH BBIBOJAMH, UCIIOJIb3yEMOE B Kau€CTBE YCHUJIUTENSI U KOMMYTaTopa
ANEKTPUYECKUX CUTHAJIOB.

Transistor-Transistor Logic (TTL) Tpan3uctopHO-TpaH3UCTOpHAsI JOTHUKA
(TTJI) —ceMelcTBO BBICOKOCKOPOCTHBIX LHU(PPOBBIX HHTErPajbHBIX JIOTHUECKHX
MHUKpOCXeM. B 3HAauMTENbHON CTEMEHW BBITECHSAIOTCS JIOTHYECKHMMH CXEMaMH,
u3rotoBiasieMbiMi 110 MOII-TexHOJIOTUH, TOCKOJIBKY IMOCIEIHUE JTOMYCKAIT OoJiee
IUIOTHYIO YIIAKOBKY U NOTPEOJISIIOT MEHBIITYIO MOIIIHOCTb.

translator TpaHcigaTOp, MpOrpaMma-TPAHCISITOP - MpPOorpaMma, NEPEBOAAIIASL
TEKCT C OJIHOTO A3bIKa MPOrPAMMHUPOBAHHUS HA IPYTOM.

trigger (see flip-flop) Tpurrep-snexkTpoHHas ~ JIOTMYECKas  CXeMma,
NPUHUMAIOIIAs  OJHO W3  JIByX  BO3MOXHBIX  YCTOWUYMBBIX  COCTOSIHH,
COOTBETCTBYIOLIMX HYJIIO U €IUHULIE.

Very Large-Scale Integration circuit (VLSI-circuit) cBepx0osbias
unrerpanpHas cxema (CBHUC).

videodisk Bu€OAMCK-aTIOMUHUEBBIM JUCK C IUJIACTUKOBBIM TMOKPBITUEM IS
XpaHEHHUS M BOCHPOU3BEACHHUS BBICOKOKaYECTBEHHOI'0 M300pakeHUs W 3BykKa. Jljid
3aMKMCH UCIOJIb3YeTCsl HUPpoBasg TEXHUKA: UH(GOPMAIUS HAHOCUTCS Ha MOBEPXHOCTD
JIUCKa Ja3epHbIM Jy4oM B BHUJE 3aKOJUPOBAHHOW  MOCIIEIO0BATEIBHOCTH
BBIJIABJICHHBIX ~ sIMOK.  CuuWThIBaHWE  TMPOM3BOJAMTCS  Ha  CIEUUATBHOM
BUJICONPOUTPHIBATENE TAaKKE Ja3epHBIM Jy4YOM, a 3aT€M CUUThIBa€Mble JaHHBIC
NEPEHOCATCA Ha DKpaH BHJIEOMOHUTOpA. BUACONUCKH, WM ONTUYECKUE AUCKU
UCIIOJIb3YIOTCS JJI XpaHEeHUs ¥ Buaeo3anucu uHpopmanuu OBM .

video display, Visual Display Unit (VDU) Buneomucrieu, ycTpoHCTBO
BU3YaJIbHOTO OTOOPA)KEHUS - CXOJHBIM C TEJIEBU30POM BUIECOTEPMUHAN, OCHOBHOMU
4acTbhl0 KOTOPOTO SIBJISIETCA 3JEKTPOHHO-ITy4YeBas TpyOka. Ha skpane Bupeoaucmies
MOTYT TEKCTOBBIC IOKYMEHTHI, TPaQUKH, THATPAMMEI.

videotext - cuctema JocTyna Moab30BaTeNsl K YJaJleHHBIM Oa3aM JaHHBIX,
oOecreunBarolias MpueM TEKCTOB U M300pakeHHH. B kauecTBe mMpHEMHHKAa MOKET
CILY’KUTh OBITOBOM TEJIEBU30p CO CHEIMAIbHON KJIABUATYPOU.

Winchester disk BUHYECTEP-UCK—3alIOMUHAIOIIIEE YCTPOHCTBO
(HaKoOMUTENb) Ha KECTKOM MAarHUTHOM JMCKE, MOMEHUIAaEMOM B KOXXYX KacCETHOTO
TUIA, MUCIOJb3YyEMOE B KaueCTBE 3aMEHbl T'MOKMX IUCKOB. Bmecte ¢ auckoM B
KOXKYXEe pa3MEUIaloTCd MAarHUTHbIE TOJOBKM H JPYrH€ MEXAaHUYECKUE YACTH.
OGecrnieunBaeT OOJBITYIO IJIOTHOCTH 3aMUCH.

word c10BO, MallIMHHOE CIOBO—KOJIMYECTBO OUTOB, KoTOpoe DBM cnocobHa
00paboTaTh 3a OJMH dTal BblYUCIEHUN. J[11MHA clioBa 00bIYHO paBHa 32, 36, 48 win
64 OutaMm B 3aBUCUMOCTH OT Tumna DBM.

word processing - 1) nocioBHast 00pad0oTKa MaIIMHHBIX CJIOB MHPOPMALIMH B
OBM;

2) 00paboTKa TEKCTOB Ha BUICOJIUCILIEE.
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8 Section VIl Useful vocabulary
A

ability - cmocoOHOCTh, BO3MOXHOCTh JIeJlaTh YTO-J., YMEHUE UYTO-JI. JAeNiaTh,
KBaMUKAIKs, JIOBKOCTH;
accord - omoOpeHue, coryiacue, COTJIAllIEHUE, JOTOBOP, JOTOBOPEHHOCTD,
CJIeJIKa, COTJIACOBBIBAThCS, TAPMOHUPOBAThH, COOTBETCTBOBATH;
accurate - BEpHbIN, TPABUJIbHBIN, TOYHBIN, CKPYIYJIE3HbIN, TIIATEIIbHBIN;
accustom — Mpuyvath, JIeJ1aTh 3HAKOMBIM, IPUBBIYHBIM;
adage - apopusm, uzpeueHue, MaKkCuMa, oroBOpKa, MOCIOBUIIA;
additive - moGaBneHue, TOMOJHEHUE, 100aBKa, J0OABKA, MPUCAIKA;
adherence — mpuBEpPKEHHOCTb, BEPHOCTh, CTPOTOE COOIIO/ICHNUE;
advance - IBM>XEHUE BIEPE, IPOJBIKEHUE, YCIIEX, IPOTPECC, TOCTUKEHNUE,
JIBUTATh BIEPE/, MPOBUTATH;
affect - addexr, moasepraTh (Qu3MUECKOMY BO3JEHCTBUIO, [IaBJICHUIO,
NPUHOCUTH BpeJ, HAHOCUTD YIIEepO;
agent - AesiTelb, JUYHOCTh, areHT, MPEJCTABUTENb, MMOCPEAHUK, JTOBEPEHHOE
JINAI0;
agricultural - CEJIbCKOXO3SIMCTBECHHBIN, arpapHblii, 3eMEJIbHBIN,
3eMJIeICIIbUYCCKUM;
aircraft — camoner, aBuanus;
although - xoTs, ecnu OBl 1ake; HECMOTPSI HA TO, YTO;
amazing -  HW3YMUTENbHBINA,  ONICJIOMUTENIbHBIN,  OHIECIOMIISIONIUNI,
IOPA3UTEIbHbINA, YIUBUTEIbHBIN;
amount - BeJIMYMHA, KOJUYECTBO, UTOT, PE3yJIbTaT, CYMMa;
annually — exeronHo;
apply - oOpamarscsi ¢ mpochOOH, 3asBICHUEM, TPUMEHSTh, UCTIOJIb30BATh,
yIoTpeOJIATh;
assembly - cOop, coOpanue, cxoka accamOes;
attractive - 3aMaHYUMBBIN, MaHAIIWMI, MPUBJICKATEIbHBIA, MPUTATATEIbHBIN,
co0JIa3HUTEIbHBIN;
automotive - CAMOXOJIHbIN, CAMOJIBIXKYIIIUICS, aBBTOMOOMIIBHBIH;
allow — nomyckaTth, NO3BOJISTH;
anticipated- onepexartsb, ypexaaTh, MPeaypeK1aTh;
assembling- cOopka, MOHTaX, KOMIIOHOBKA;
affordable- mo3BoICHHBIN;
annual- e>xeroaHbIi;
abundant- U30BITOYHBIN, OOUIBHBIN;
able- crtocoOHEIN;
adjacent- CMEXHBIN, COCEIHUN;
attempt- NOIbITKA, NOKYIICHHUCE,
auto-dialer- aBToHabop;
amused- 3a0aBJISITh;
appear- MosiBJIIThCS, TOKAa3bIBaTh, BHICTYIIATD;
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availability- nonyctumo;

alertness- OIUTEIBLHOCTE;

abiding- cnocoOHOCTS;

appreciate- OlICHUBaTh, IOHUMATh;

asynchronous- aCUHXpOHHBIN;

astonishingly- ynuBurensHo;

accessory- 100aBOYHbBIN, BTOPOCTEIICHHBIIH;

arrange- IpUBOJUTH B MOPSJIOK, YCTPAUBAaTh;
anxious-03a004YeHHBI, 0ECIIOKONCTBO;

acclaim — npuBEeTCTBOBAaThH, MPOBO3IJIAIIATS;

advance — IpoJIBUKEHUE, YCIIEX, MPOrPecc;

announce — O0BSIBIIATh, J1aBaTh, 3HATH;

annual — e>XxerogHbIid, TOJ0BOM;

arguable — criopHbIH, TPEOYIONTUN TOKa3aTEIbCTBA, COMHUTEIHHBIH;
assume — MPUHUMATH Ha ce0sl, MPUTBOPATHCS;

attorney — IOBEpEHHBIN; aIBOKAT; IOPUCT; aTTOPHEN, IIPOKYPOP;
awful — yxacHo;

accomplish - coBepmiars , Ae1aTh COBEPIICHHBIM, TOCTUTAaTh COBEPLICHCTBA;
achieve — nocTurarh, yCeIHO BBIMOIHSTH;

adopt — yCBIHOBIIATH, MPUHUMATh, 3AUMCTBOBATh;

allow — mo3BOJIATH, MPEAOCTABIISITh, IOMYCKATh;

alter — U3MEHSATD,

anniversary — TOJIOBIIMHA, €KETOIHbIH;

approach — npubnmxenue, NOACTYII;

aught — 4yTO-HUOY b, YTO-TO;

B

benefit — BbIroaa; nonp3a; NpuObLIb; MPEUMYIIECTBO;
bureaucracy — 6ropokpaTusi:

brain — Mo3T;

barbed — xomroumii;

billionth- MmunnuapaHbIi;

bigger- Gosbliie, OOIBITNIT;

by-pass- 06xoauTh, 00X0;

borrow- 3aMMCTBOBaTh, 3a€M;

bulletin- OroyIETEHD;

bits-OuT, Kycouex;

bagel — porayuk, 6yOnuK;

bark — ommuouTHCS;

belt — mosic, pemeHsb;

board — moska, g0ckKa;

buffo — 3a0aBHBII, KOMHYECKUM, CMEIITHOM;

bake — nieusb, -cs1, CyIIMTH HA COJIHIIE;

beyond — o Ty cTopoHy, Bajau, Ha paCCTOSIHUM;



bulb — nykoBuia, 1. Jlamnouxa;
bar code - mITPUXOBOW WM JUHEHYATHIM KOJ, IITPUX-KOJ (Ha IpOJaBacMoi
MPOYKIIMH);
beige - TKaHb W3 HaTypaJdbHOW HEOKpAIIEHHOM IIepCTH, UBET OexX,
0JIeTHOCTH (CEpOBATO-KEITOrO LIBETA);
below - BHH3Y, HMXKE, BHU3, HW)KE HYJIA, NaJblIE, JAEE, HUKE;
blanket - miepcTsaHOE 0/1€5J10, TOTIOHA OOITUH, MTOTHBIN, BCEOXBATHIBAIOIIIHIMA,
0e3 0COOBIX OTOBOPOK, MOKPBIBAThH OJIEAJIOM, TOKPHIBAT;
bounce - TpoMKHUI ynap Npu MaJeHUH YEro-Jl. TSKEJIOro; MPBIXKOK, OTCKOK,
IPBDKOK CAMOJIETA NPU (HEAKKYPATHOM ) ITOCAJIKE, YIIPYTOCTb;
break through - mnpopBarbcsi, mpoOUTHCS, TOOUTHCS Yycrexa, MPEOJI0NETh,
oJiepKaTh Modeny;

blighter — BpeguTenp, TOT, KTO OTPABISIET YAOBOJIBCTBHUE, ITOPTUT
HAaCTPOECHUE, OTTAIKUBAKOLIMI YEIOBEK;
bulk - rpyna, kuma, Ka3aTbcsd OOJBIIMM, NPUHUMATH MPEYBEIUYEHHBIE
pa3Mepsl;

bulletproof — nmynenenpoOuBaemblii;
bursting - B3pbIB, pa3phiB, B3pbIBAaHUE, 3BYK B3PhIBA, B3PHIB, PA3PHIBHOM;

C

CERN - Conseil Europeen pour la Recherche Nucleaire (European
Organization for Nuclear Research) — EBponelickas opranu3anusi TECTUPOBaHUSA U
cepruukauuu (oOecreynBaeT OOLIEEBPONEUCKOE MPU3HAHUE CEePTHU(PUKATOB
COOTBETCTBHSI MO TOBapaMm, HE MPOXOJALIMM IO 3aKOHOAATENbCTBY EBpomneickoro
coo0111ecTBa);

clerical work — koHTOpCKasi paboTa;

consortium — KOHCOPLUUYM;

cost —CTouTs;

capable- ciocoOHBIH;

cheap —neméBbiid;

cleanup- ouncrka;

complexing —CII0XKHBI;

content —yJ10BJICTBOPSITh;

circumstances —00CTOSATEIbCTBA;

courtesy —BE€XKJIMBOCTD;

campus - YHUBEPCUTETCKUU TOPOJIOK;

considerably- 3HaunTeNnBHO;

cleverness —cooOpa3UTEIbHOCTH;

convenience —y100HBIH;

Crop — MOCEB;

connive- NOTBOPCTBYET;

capable — ciocoOHbBIN, 0OJAPEHHBIH, YMEbI;

circumstance — 00CTOSITENIbCTBO, CIyYai;

clamorous — rpOMKMI1; IIYMHBIN; KPUKIIMBBIN; ITYMSIIHHI, TalAsSI1NI;
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clunky — G0mbIIIOM, HEYKITIOKUM, TAKEITIOBECHBIN, TSHKEIIBIN;

confuse — cMeIUBaTh, CIyTHIBATh;

commit — Mopy4arb, BBEPATH;

comprehensive — 00beMITIONINI, OOIIUPHBIN;

cram — MepernoHsATh, HAMOJIHATH T10BEPXY;

career — KapBep, Kapbepa, MUaThCs;

clarity — ICHOCTb, IP3pavyHOCTb;

cobble — OyNBDKHUK, BBIKJIAA-Th OYJIBDKHUKOM, YHHUTD;

coincident — coBnagarwmui , COOTBETCBYIOIIUN;

colleague — cocnmyxuBelr;

columnist — COTpyAHUK ra3eThl;

commonplace — 6aHaNbHBIN , 0aHAIBHOCTD, MIOCKUIA;

completely — cOBEpIIEHHO, MOTHOCTHIO;

constrained — BBIHYKJE€HHBI!, HAIIPSYKEHHBIN, HATSHYTHIM;

contrary — MpOTHUBOIIOJI0KHBINI, BOTIPEKU;

coverage — OXBar;

current- MOTOK, TEKYIIHA, 00IIepaCTPOCTPAHEHHBII;

capability — ogapeHHOCTb, TaJaHTIUBOCTh, CIIOCOOHOCTD, (IMOTEHIIHAIHHBIC)
BO3MO>KHOCTHU, MOIITHOCTb, MPOU3BOJIUTEIIBLHOCTD, CIIOCOOHOCTD, TOTEHIUAT;

cause - MOCHYKUTh MPUYUHOMN / MOBOJIOM JJIS Y€ro-Ji., MOTUBUPOBAThH UYTO-
1.;
catalyst — kaTanuzaTop;

cheap — nemieBblid;

circuit - 1emns, 000poT;

circumstance — 00CTOSITENIbCTBO;

citizen — Tpa)KJ1aHUH;

clay - rivHa, IIMHAHBIN;

coloration — okpacka;

combat - 60poTbcs, 6opbba, 60€BOil;

commonplace — 0aHaJIbHOCTb;

complain — ’%anoBaThCs;

compound - COCTaBIATh, COCTaB, CIOKHBIN;

conductive — IpOBOJSAIINN;

conductivity - yJIebHas JIEKTPONPOBOIHOCTS;

CONScious - CO3HATEIbHBII;

consequence — MOCIeCTBUE, TOCIE0BATEIbHOCTD;

consequently — ciieoBaTeNbHO;

consignment - Tpy3, KOHCUTHAIMsl, KOHCUTHAIIMOHHBIN;

constraint — OrpaHU4YEHUE;

construction - KOHCTPYKIIUS, CTPOUTENIBCTBO, CTPOUTEIIBHBIN;

consumption — noTpedeHuE;

contain- COJEpP)KaTh, COAECPKAHUE;

contaminant - 3arpsI3HSIOIIEE BEIIECTBO;

contamination — 3apaXxeHHUE;

convenient - y100HO, yA00HBII;
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copper - MeJb, MEJHBIN;

corresponding - COOTBETCTBOBAaTbh, COOTBETCTBYIOIIHIA;
costly — moporoii;

counter — CY€TUUK, TPUIABOK, BCTPEUHBIH;

counterfeit — moaaeapIBaTh, MOAACIIKA, ITIOAICIBHBIN;
cure — JICUUTh, BOCCTAHABIIUBATD, JICUCHUE;

D

daily — exeIHEBHO, €KE€IHEBHBIN;

damade — moBpexaaTh, yiepO, Bo3MelleHne YObITKOB, aBapUNHBIA;

delivery — mocTaBka,;

depend — 3aBuceTs;

deploy — pa3BepThIBaTh, pa3BEpPTHIBAHNUE;

deposition — 1€MOHUPOBAHHUE;

design — pa3pabaThiBaTh, CO3/1aBaTh, NpeJHA3HAYaTh, MPOEKT, pa3palboTKa,
IIPOEKTHIN, PACUETHBIN;

destruction — yHUUTOKEHUE;

diagnose — TMarHoCTUPOBATh;

diffuse — paccenBaTp, pacCesHHBIN;

diminish — ymMeHbIIaTB;

dirt — rps3b;

discover — 0OHapyKUBaTh;

disease — 00JIE3HD;

dishwasher - nocynoMoeuHas manimHa;

dot - cTaBUTh TOUKY, TOUKA, TOUCUHBI;

durable — npo4HBIii;

discretely- quckpeTHO;

desired — npenanHas;

degree — cTerneHsb;

deserve- 3aciyKUBaeT;

dirty rps3s;

daily — exeHEeBHBIN, TOBCETHEBHBIN;

decency — 6J1aronpUCTONHOCTD, MPUIMYKE; MTPABUIIA XOPOIIETO TOHA;

deliberate — npeaynpeanuTENbHBIN, OCMOTPUTEIBHBIN, OCTOPOKHBIN;

deliver — 1OCTaBIAThH, PA3HOCUTD;

demote — MOHUXkaTh B TOKHOCTH, B 3BAaHUU;

despite — 3m006a, BOMPEKH, HECMOTPS HA;

devote — yenars, KepTBOBaTh ( BpeMsi, IEHbIH; tO );

dint — cien, BMATHHA, OTIICYATOK;

distinguish — paznuuuTh, pa3risieTh;

diverse — MHOM, OTJIMYHBIN OT YErO-J1., PA3JINYHbBIN; HECXOIHBIN;

donate — napuTh, *KanoBaTh, KEPTBOBATH;

dying — yracaHue, 3aTyXaHHE;

dearly — noporo, HeMHOr0;
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decade — necsaTunerue, NECATOK ;
departed — mokoNHUK, OBLION, TPOLLIBIIA;
dispute — nucnyT, ccopa, CHOPHUTS ;
disseminate — pacceuBaTtb, pa30pachiBaTh;
divide — Bogopasen, 1eIuThCs;

division — neneHue, Neperopoika;

dreary — Mpau4HbIii, YHBUIBIN, CKYYHBIH;
diminish — yOpIBaTh, yMEHbBILIATHCS;

E

earlier — panbliie, 0ojee paHHUM;

electricity — 3JIEKTpUYECTBO;

embed — BCTaBIATH;

emit — BbI1aBaTh, UCITYCKaTh;

enable — npucnocaGauBaTh, MO3BOJATh, TOMYCTUMBI;
encapsulation - MHKaIncCyJsLIus;

encourade — ciocoOCTBOBaTh, COACHCTBOBATD, MOOIIPUTEIHHBIIH;
ensure — rapaHTUPOBATh, IPOBEPSITH;

entitle — Ha3bIBaTh, UMETH MPABO;

environment — cpefia, yCJIOBHUS;

enzyme — YH3UM;

eradication — yHUYTOKEHUE;

essential — CyI1€CTBEHHO, CYIIECTBEHHBIN;

eXcesS — U30BITOK, U30BITOYHBIN;

exciting — BO30y>K/1aTh, BOCXUTHUTEIIHHBIIA;
exemplifiy — HOSICHATH;

exhibit — moka3bIBaTh, MPUIOKEHUE, IKCIIOHAT;
expect — 0XKUJaTh,

explosive - B3pbIBOOIIACHOE BEIIECTBO, B3PBIBHOM;
extend — pacupsITh, paCIPOCTPAHSTh, PACIIUPEHHBIIH;
external — IMIPOBU3NPOBAHHBIN;

eascinate — yBJIEKaTh;

extremely 4pe3BbIUAITHO;

existing CyIlecTBOBATh,CYIECTBYOUINMT;

extinct BEIMEpIIUH, TOTYXILINH;

each KaxIpIi;

executes BBIIIOJIHATE,

effort ycunue;

expected 0XuIaTh;

exhibition BEICTaBKa;

essentially o cymectBy;

embarrassment 3aTpyJHEHHUE;

explorarions uccie10BaHUE;

€normous OrpOMHBI;
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employees ciyKaiui;

embrace — 00BSITHE, OOBITH,

emerge — MOSIBJIATHCS; BCIUIBIBATh; BHIXO/IUTH;

endow — oOecneynMBaTh MOCTOSHHBIM JIOXOJIOM; TE€peaaBaTh 3aBEIIaHHOE
HACJIEJICTBO; JiejaTh BKJIaJ, CHa0XaTh, o0ecrneunBaTh (MaTepUaIbHO);

engage — NOJABEPTaTh(Csl) PUCKY, 3aTparuBaTh(cs);

enrich — oboramars(cs) ( with ), ynyumars(cs);

ensure — rapaHTUPOBaTh, 00ECIIEUNBATH, PyUYaThCS;

executive  —  HCIOJHUTENbHBIA,  NPUHAMJIEKAIMHA K  CTPYKTypam
VICIIOJIHUTEJILHOU BJIACTH;
essential —  CylIeCTBEHHBIN; BHYTPEHHE MPUCYILIHMM, HEOTHEMIIEMBIN;

3aTparvBarolluii CyIEeCTBO JIeNa;

endless — OeCKOHEYHBIN, HECKOHYAEMBIH;

enquire — BOIIpoc, A0MPOC;

evidence — O4EBUIHOCTDb, CBUIETEIHLCTBO;

evolve — pa3BepThIBaTh, Pa3BUBATh, BBIJICIATD;

Effort — ynorpebnsercs B coueraHusx - Voluntary Oil Industry
Communications  Effort -  Wudopmanmonnas  mporpamma  HeTAHOU
MPOMBIIIJIEHHOCTH (TOTOBUTCSI JIJIsi CPEACTB MAacCOBOM MHpopMannu AMEPUKAaHCKUM
HEe(TSIHBIM UHCTUTYTOM );

eliminate — yCTpaHsTh, HCKJIIOYATh;

enthusiast — BOCTOp>KEHHBIN YEIOBEK; SHTY3UACT;

enquire — = inquire — OCBEJIOMJISIThCS, CIPABIATHCA, CIPAlIMBaTh, Y3HABATH;

envisioned — BooOOpaxkaTb 4YTO-J., PUCOBaTH B CBOEM BOOOPAKEHHH;
npeACTaBIsATh ceOe, MPeIBUICTh;

encourage — 000ApATh; MOOLIPATh, HOJAEPKUBATH (B UEM-JI. - in);

enhance — yBeMuMBaTh, YCUIUBATh, YIy4dIaTh ( 0C00. KaueCTBO, 3HAUUMOCTb,
IIEHHOCTb, BAXKHOCTh, MPUBJICKATEILHOCTh YEro-JI. );

eventually — B KOHEUHOM CYETE, B UTOr€, B KOHIIE KOHIIOB; CO BPEMEHEM;

F

fatigue — ycTanocTtb, yTOMJIEHHUE;
far-flung — oO1IMpHBIIA;

fate — cynp0a;

field — o0macTh;

firefighter — no>xapHsblIii;

fit - yctaHaBnMBaTh, NPUCTYM, TOIHBII;
flame — mnams;

flood — 3aTormiATh, HABOJHEHHE;
floor — o, 3ai, DTax;

flour — myka;

flourescent — TFOMUHECIICHTHBIH
fossil — nckonmaeMoe, HCKOIIaEMBIii;
fragrance — apomar;
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frame — @peiim, PpperiMOBBIii;

fuel - cHaGXaTh TOIUIMBOM, TOILIMBO;

fume — IBIMUTBE, OBIM;

fueled - cHa0kaTh TOIUIMBOM, TOILJIUBO,

feasibility — BO3MOXHOCTB;

famine - ronon;

foundations - ocHoBanue, ¢GoHJ, GyHIAMEHT;

fortunately - k cuacThblo;

foolishness - riynocts;

f1ll — HamoIHATE;

force - 3acTaBnATH (IPUHYAUTENIBHO);

further - paneiie;

facilit — oOyeruats;

firmware — Mukpomnporpamma;

fresh-air - cBexuii BO31yX;

fate — Ha3HAUaTh, Mpe/IHa3HAYATD, IPEJOTPEACIISITh;

fear — 00sITbCSI, CTPAIIUTHCS, TYyTATHCS;

feat — IOBKOCTB, HCKYCCTBO, MaCTEPCTRO;

flourish — pacuBer, BbIcIIasi TOYKA pa3BUTHSI, ''CaMbIi COK';
Foresight — 6i1aropasymue, 1aabHOBUIHOCTD, TPEAYCMOTPUTEIBHOCTH;
Freshman — nuiio, Haxopsieecs Ha JaHHOM TOCTY TIEPBbIN IO,
Filthy — 3amaukaHHbIil, HEMBITBIN, 3aMapaHHbINA, HEUUCTHIH;
Faith — Bepa, oGenianue, 06€T;

Fare ctouMocTb, ObITh, TPOKUBATH;

G

giant — BeJIMKaH, TUT'AHT; TUTAH;

glimpse — nmpoOeck, c1adblil cBeT, cadasi BCIBIIIKA; METbKAHUE, MUMOJIETHOE

BIICYATIICHUE;
goofiness — raynocTs;
grow up — CO3peBaTh; CTAHOBUTHCS B3POCIIBIM;
groupie — MOKJIOHHUIIA 3HAMEHUTOCTH;
growth — pocT, MPOUCXOXKICHUE, YBEITUUCHUE;
garment — OJ€K1a, IpeAMET OACKIbI;
generate — TCHEpUpPOBaTh,
graffiti - HaIMKUCh HA CTEHE;
grain — 3epHO;

H

hacking — nonnenka;
helpful — none3nsiit;
hence — ciemoBaTeILHO;
huge — orpomHBIit;
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habit — oObIKHOBEeHUE; 00BIUA, TPAAUIIUS, 3aBEJICHHBIN MOPSIOK;

handful — npuropurss, ropcTs;

hate — HeHaBUETD,

heat — xapa, xxap, Temno, TerioTa ( Kak BHyTPEHHEE, TaK U BHEIITHEE ); )KapKHil
NEPUOJI IOJa; kKap, MOBBILICHHAS TEMIIEPATYPA;

henceforth — ¢ 3Toro Bpemenu, Brpeb;

hire — HaHUMAaTh, IPEJOCTABIATH PabOTy, MpUTIIAIIATH HA PA0OTY;

hit — nonananue; ygauHasi NONbITKA;

hung — BemaTp, pa3BemInBaTh, MOJABEMIUBATE ( UTO YTOJHO);

hopefully — Haneromuiics, MHOTOOOEIIAIOIHIA;

Hypertext transfer protocol (HTTP) — nmpoTokon mepenadn runepTreKCTOBBIX
¢aiinos, npotokosn HTTP ( ucnonszyemsii WWW-6payzepamu u WW W-cepeepamu
npu nepegaue HTML-¢aiinos);

Hypertext markup language (HTML) — s3bIk rTUIEpTEKCTOBON Pa3METKH, SI3BIK
HTML ( ocrHoBanHbIll Ha SGML s13bIK 1151 CO3/1aHNSI TUIIEPTEKCTOBBIX JTOKYMEHTOB )

Headquarter — yctpauBats mrad, mrad-KkBapTUpy TAe-1100;

hiring — HaewM;

harmless — 0e3BpeHbI;

handle — onepupoBats, pyuka;

harness — ynpsixs;

harsh — >xecTkuii;

hazard — puckoBaTp, pUCK, Tapa3UTHBIN UMITYJIbC;

healing — uzneunBaTh, 3a)KMBaTh, 3A)KUBIICHUE, 3aKUBIISIIOILINIM;

healthcare — 3n1paBooxpanenue;

heavy — TskenbIi;

household — moM, ceMeiiHBIN;

housing — »xunbe, KOPIyc, JKUINLIHBIN;

huge — orpomHBIif;

incompatible — HecoBMeCTHMBIN, HECOBMEUIAIOUINNCS, HECOYETAOUIUNCS,
HECOBMECTHBIN (With);

include — 3akitouaTh, BKIOYATH B ce0s1, COAEPKATh B cede;

involve — BTITUBaTh, BOBJICKATH (in, with);

interoperability — BO3MO>XHOCTb B3aUMOJEHUCTBUS CETEN;

inconvenient — MNPUYUHSIONMNA OECTIOKOMCTBO, HEYIOOHBIN, CTECHSIOIINM,
Mermaromui (for);

initially — B HaUaJIbHOM CcTanK, B HA4YAJI€; B UCXOITHOM TOJIOKEHUU;

1llness 0oe3Hb;

introduction BBEJICHHE,TPEUCIOBHUE;

Inexpensive HEJIOPOToOu;

intention HaMEpEHHE, CTPEMIICHUE;

inherent npucymuii;
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irresponsible 6€30TBETCTBEHHBII;

immense — 6e3MepHBIA, OYeHb OOJIBIIION, OTPOMHBIN;
investment — MHBECTUPOBAHME, BIIOKCHUE JICHET, KalruTalia,
Insect — HUYTOKECTBO;

indeed — B camoM JieJie, J€MCTBUTEIILHO;

instantly — MTHOBEHHO;

illict — He3aKOHHBIN;

impart — HaJIeJIsITh;

implication — UMIUIMKAIKSA;

Improve — yJay4iiarh;

Incorporate — BKJII04aTh, PETUCTPUPOBATD;
increasingly — 4pe3BbIYAITHO;

inhale — BOpIXaTn;

Insitu - Ha MECTE MPOUCXOKACHUS;

instantaneous — HEMEIJICHHBIN;

interconnect — B3aMMOCBS3b;

internal — BHyTpeHHUI;

invent — u3o0perarsb;

involve — BKIrO4aTh, CBI3HIBATH;

1solation — U30JIAIHA;

J

juncture — coeIMHEHUE, TIOJIOXKCHHE JICIT;
K

keen — oCTpBIii, CTpeMLIUICS;
knock on - ctyuars B;

L

low — 3anuck Ipu BBOIE-BHIBOJIE;

lustrous — GuecTsui, SpKUii ;

launch — 6pocars, cniyckathb, KaTep

log — konoxa, uypbaH, OpeBHO;

ILowly — ckpoMHBIif;

lace - mpoOuBaTh OTBEPCTHUS, IIHYPOK, KPYKEBO;

land — caxatb, mocaguTh, NPU3EMIISATHCS, 3EMJIS, CTPAHA;

lasting — mpo10I&KATHCS, BBIICPKUBATH, JJIUTEIbHBINA, IPOYHBINH;
lead — BecTu, nUAMPOBATH, CBUHEI, JIMJIEPCTBO, BHIBOJI, X0/, CBUHIOBBII;
length — qnuHa, MPOAOIKUTEILHOCTD, OTPE30K;

lightweight — nerkuii;

lit — 3a)kUTaTh, OCBEIICHHBIN;

lucrative — BBITOJIHBIN



M

manner — crocoo;

measure — U3MepsITh, Mepa;

mention — yIOMUHATh, CChUIKA;

merely — nmpocTo;

monitoring — NpOBEPSTh, IPOBEPKA;

miniaturization- MUHAATIOPU3ALIUS;

marriage- Opak, )KeHUTHO0a;

meeting- coOpaHue, BCTpeUaTh;

mischievous- BpeaHbIi;

mistake- omumoka;

memory-mapped- KapTa namsTu;

mammoth — TUTaHTCKH, TPOMAJHBIN, TOX0XKHUHI IO pa3MepaM Ha MAMOHTA;
merely — TONBKO, MPOCTO; €AMHCTBEHHO (YacTO C MPEALIECTBYIOIINUM CIOBOM

”not”);

miracle — ynuBuTeIbHAS BEIlb, BBIJAIOIIEECS COOBITUE;
Memory substitute — yImpaBiieHHE NpPU MOMOIIM NPOrPAMMBI, XpaHUMOH B

IMaMsTH;

mental — MHTEUIEKTyanbHbIN, YMCTBEHHBIN;
MIT - 1 master instruction tape riaBHasi nporpaMmHas JieHTa; 2 Massachusetts

Institute of Technlogy MaccauyceTCkuii TEXHONOTHMYECKHI MHCTUTYT, OM-AN-Tu
(CHIA);

measurement — CHITHE MEPOK, U3MEPEHHE (IeHCTBUE), 0OMeEp;
mMood — HacTpOeHuUE; pacloIOKEHUE AyXa;

maintenance — nojAep>kaHue; COXpaHEHUE;

mMultitude — MHOK€ECTBO, OOJIBIIIOE YUCIIO, MAaccCa;

measure — Mepa, €IMHULIA U3MEPEHMUS;

N

novel- pomaH, HOBBIIf;

notice- oOpaniaTh BHUMAaHUE;

nevertheless- Tem He MeHee;

nonprofit — HEKOMMEPYECKHIA;

noodle — npocrak, 1ypeHb;

newsgroup — (cereBas Teje) KoH(epeHIus (ceTeBas Ciyxk0a, pacchuUIaromias

uH(OpMaIIHIO TIO ONPEICIEHHON TeME);
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nonlinear — HeJTMHEWHBIN;

necessitate — g1eaaTh HEOOXOAUMBIM , HEU30€KHO BJIEYh 3a COOO;
necessary — HeOOXOIUMBbIN, HYKHBII, HEOOXOAUMO;
neighbourhood — OKpeCcTHOCTS;

note — 0TMe4YaTh, UMETh B BUJlY, IPUMEUYAHUE;

notorious — U3BECTHBHIN;



Q)

oversight — 1 HegOCMOTp, OIUIOIIHOCTH, YHYIIEHWE; 2 KOHTPOJIb, HAA30D,
IPUCMOTP;

obvious — OYEBUIHBIN;

odour — 3amnax;

ongoing — NpOJIOJKEHUE, TOCTOSIHHBIM;

offer — mpennaraTs, npeIOKEHUE;

onto — Ha;

opportunities — BO3MOXHOCTb;

oxidize — OKUCHIATH;

obsolete — ycrapenblid, cTapblii, HEMOJIHBIN;

odd — HenapHbIii, pa3pO3HEHHBII;

offer — mpennarate; AenaaTh NPEIIOKEHUE;

opportunity —  OJIArONpUSTHBIA  CIOydail, CT€UEHHE  OOCTOSTEIbCTB,
BO3MOYKHOCTb;

overblown — MUHOBaBIIM, TpoHecIIMiics (0 Oype u T. I1.);

oversight — HETOCMOTp, OIUIOIIHOCTb, YIYIICHUE;

opportunity — y100HBIN CiTy4ait;

overcome — no0oOpoTh, MOOEIUT;

P

pattern — oOpaser, MOJIeb;

proposal — npeasioxkeHue; miaH;

punched card — nepdokapra; nephoprpoBaHHas KapTa;
purpose — Ha3HauY€HUEe, HAMEPEHUE, 1I€JIb; 3aMbICEJI, CTPEMIICHHE;
permanent — IMOCTOSIHHBIN, HEU3MEHHBIN; 1OJITOBPEMEHHBIN; IEPMAHEHTHBIN;
pale — OnenHbIH;

particle — yactuua;

particularly — oco6eHHO;

performance — ucnoJIHEHHE;

pharmaceutical — ¢apmalieBTHYECKHUIA;

pinpoint — ONIpeaesATh;

polish — mudoBaTe, oT/ACNIKA, TOIHCKUI;

pollution — 3arps3Henue;

pollutant - 3arpsi3HsOLIEE BEIECTBO;

pose — npejJiaraTh, 103a;

potentially — noteHmanpHo;

precious — JIparoleHHbIH;

precise — TOYHbIN;

prescription — npeAnucanue, PeLerr;

pressure — JaBJICHHE;

prevention — NpeI0TBPAIICHHUE;

process — 00pabaTbIBaTh, MPOIIECC;
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property — COOCTBEHHOCTb, CBOMCTBO;

provide — o0ecnieunBaTh, MPEAOCTABIATS;

purification — ouncTKa;

proposes- npeIoKeHue;

pollution- 3arps3HeHue;

plenary- mosiHbIif;

particular- KOHKpETHBIN;

packed- switched;

pat — MOXJIONIbIBAHUE; XJIOTAHbE, IIJICTIAHbE;

passion — cTpacThb, CTPACTHOE YBJIEUYEHHUE; MPEIMET CTPACTH, MACCHSs; CTPACTH,
HECIIOKOMHBIE NTEPEKUBAHUS;

perry — rpyILIeBbIid CUID;

plug — npoOka, 3aTkluka (T>K. IEPEH.);

pond — nipyA; MaJICHBKOE 03€pO;

prefect — pykoBoaUTENb, HAYaJbHUK, CTAPIIMH YYEHUK, CIEIAIIUN 3a
JTUCHUILINHOM,

pass — MPOXOJUTh, POE3XKATh, IPOMYCKATh;

permit — Mo3BOJISATH;

plenty — u3oOumnue, BIOJIHE;

poster - cToJI0, BBIBEIIUBATh OOBSBICHUS, [TOYUTA;

pretend — mpUTA3aTh, IPETEHI0BATD;

Q

quality — kauecTBoO;

quantify - onpenensiTb KOJIM4YECTBO;
quantum — KBaHT, KBaHTOBBIN;

quite — COBCeM;

qualify — onpenensiTh, HA3bIBATh;
quite — BIIOJIHE, COBEPIIEHHO, COBCEM;

R

researcher — ucciie10BaTeNb;

routine — OOBIYHBIM TOPANOK; OOLIENPHUHATAs MPAKTHKA; OIpPEAEICHHbIN
pexuM;

raises — 1 MO, BBIIOJHSAIONIES ACHUCTBHE, OIMMCAHHOE TIJIaroJioM raise; 2
CeJIEKIIMOHEp (BBIPAIMBAOIINI HOBBIE COpPTa pacTeHUM); 3 MPUCIOCOOJTICHUE IS
nogbeMa (4Yero-i.); NOAbEMHHUK; 4 TOJHUMAIONIAs MBIIIIA; S5 JIPOMXKKHU, 3aKBACKA,
(depmeHT; 6 MOACTYNEHb JECTHUILIBL;

rarely — HeuacTo, penko;

racquet — pakeTka,

range — KojeOaThCs, Uana3oH, 00J1acTh;

rapidly — 6sicTpO;

reach — gocTurars;
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reactive — peakTUBHBIN;

recently — HeJaBHO;

reclaim — BoccTaHaB/IMBaTh, UCIIPABJICHUE;

recognize — NpU3HaBaTh, paCllO3HABATh, OCO3HABATD;

recycle — HaXOaUThCS;

reduse — yMeHbIIaTh, CBOAUTH;

reinforce — yCUIMBaTh;

relation — oTHOIIIEHHE;

release — BbIMYCKAaTh, BBIITYCK, BEPCUS;

remove — yaasTh, yAaJICHUE;

renewal — BOCCTaHOBIJICHHUE;

repel — oTTankuBatk;

repellent - cpeACTBO OT HACEKOMBIX;

rescuer — CrlacuTellb;

resistance — CONpOTUBIICHUE;

responsible - OTBETCTBEHHBI;

reuse - UCIoJIb30BaTh MHOTOKPATHO;

robust — MpOYHBIH, KUBYUHIL;

raw- rpecTH, KOJIOHKA;

research- ncciaenoBarth;

relevant- Ba)KHbIN, aKTyaJIbHbIN;

rake — 1esaTh CTPOTUid BBITOBOD;

rapt — BOCXUILEHHBIN, IPUBEAECHHBIA B BOCTOPT;

regent — TpaBUTENb, YJIEH TMpPaBICHUS B HEKOTOPHIX aMEpPUKAHCKUX
YHUBEPCUTETAX;

release — n30aBJIATh, OCBOOOXKIATEL (OT 00A3aTEIBCTB U T. II. - from);

relic — cnen, octarok (of - 4ero-i), NEPEKUTOK, PENUKT (ITPOLLIIOTO);

require — MpUKa3bIBaTh, TPEOOBATH;

responsible — OTBETCTBEHHBI, HECYIIU OTBETCTBEHHOCTbh, OTBEYAIOIIMN (3a
YTO-11.);

reveal — OTKpbIBaTh; pa300savarh;

random — HaoOyM, HayTas;

Random Access Memory (RAM) mnamsaTe NOpOU3BOJIBHOTO JOCTYIA,
3alIOMUHAIOIIEE YCTPOMCTBO C MPOU3BOJILHOW BBIOOPKOH ,yCTPOMCTBO MHaMmsTH, B
KOTOPOM MH(pOpMALHs MOXKET ObITh BBEJIEHA B JIIOOYIO AUEHKY WJIM U3BJIEUEHA U3 HEE
Read Only Memory (ROM) nocrosHHOe 3anomuHaroniee ycrpoictso (II13VY)-
YCTPOMCTBO MaMsTH, COAEPKUMOE KOTOPOrO IOCTOSIHHO COXpaHsieTcss MpH
BeIKIIOUeHMM OBM); 3anmuce wuHQOpManuMM; OHO BBINOJHATH HECNOCOOHO, a
CUMTBIBAHHE MOXET MPOU3BOJUTCA C BBICOKOW ckopocThio. B TI3Y  00bryHO
HAXOATCS MPOrpaMMbl U JaHHBIE, 00CITy)KMBatole paboTy anmnapaTypsl;

rapid — OBICTpBbII, CKOPBIN;

recally — mommlit;

relate — pacckas3bpiBaTh, IPUBOJUTH B CBA3b;

require — MPUKa3bIBaTh, TPEOOBATH;

reservation — OroBOpKa;
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reside — NpOKKUBaTh, IPUHAJICKATD;
roam — OpoJIUTh, CTPAHCTBOBATh, CKUTATHCS;

S

safety — 0e30macHOCTb, O€30MACHBIIA;

sample — o0Opas3el1, BEIOOPKA;

scale up - IpONOPIUHOHAIBHO YBEIUYUBATD;

scent — apomar, 3anax, 1yXxu,

scratch — mapanare, napanvuHa, BpEMEHHBIN;

scrub — MBITB;

seam — I110B;

sediment — ocaJioK;

seedy — 3€pHUCTBIN, IOTPEIIaHHbIN;

sensibly — pa3yMHO;

sensing — CYUTHIBATh, CYUTHIBAHUE;

separation — pa3JieJICHUE;

shape — popmupoBats, popma;

shock absorber — amopTusarop;

sign — MOJUCHIBATh, 3HAK, MOJMKUCH, TPU3HAK;

site — pacrmoJyiaratb, MECTO, CAlT, MECTO 3aJI0KEHUS, IEHTPATN30BaAHHBIH;
skier — IBDKHUK;

smart — yMHBI;

solvent — pacTBOPUTENb, MJIATEKECITOCOOHBIH;
spectator — 3pUTeJIb, CBUACTCIb;

sprayed — pa30pbI3ruBaTh, pa3opbI3TaHHbIN;

spun — KpyTUTb, MPSICHbIN;

stain — IITHATh, IATHO;

state — yKa3pIBaTh, COCTOSIHUE, LITAT, TOCYAAPCTBEHHBIN;
steam — napuTh, nap;

stolen — kpacTh, yKpaJEHHBIN;

storage — XpaHCHHUE, ITaMITh,

store — XpaHUTh, 3arpykKaTh, Mara3uH, 3armac, 3arpy3Ka;
stream — T€4p, IOTOK;

strength — cuna, MpOYHOCTbH, YUCIIEHHOCTD;

suburb — npuropo, OKpeCTHOCTb;

sufficient — 1OCTaTOYHBII;

suit — MOAXOAUTH, UCK, CyJIeOHOE JI€TI0, KOCTIOM;
sunscreen - COJHIIE3AIUTHBIN KPEM;

support — MoJIIePKUBATh, MOJIJICPKKA;

surface — BCIUIBIBaTh, TOBEPXHOCTh, TOBEPXHOCTHBIH;
scale — denrys, CHUMaTh YEHIYIO, Yallla;
self-replicating- camo- KOnMpoOBaHUE;

safe- Oe30macHBIN;

spread- pacripoctpaneHue (Tb);
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HCK;

similar- aHaJIOrUYHBIN, TOJO0HBIN;

scratch- napanatb, BpEMEHHBI;

seldom- penko;

slim- mIOCKuiA, CTPOMHBIM;

societies- 00IIeCTBO;

sheer — aOCOMIOTHBIN, MOTHEHIITUH, CYIIIUM, SIBHBIN;

shelf — mosnka, cremiax;

skill — uckyccTBO, MacTEpPCTBO, YMEHUE; IOBKOCTh, CHOPOBKA;

smooth — nIaBHBIN, CIOKOWHBIN; OeCTIPensITCTBEHHBIIH;

sophisticate — u3Bpaiarh, MOAAEIbIBATh, PaTbCUPULIUPOBATH;
stockholder — akumonep, Biajenel rocyJapcTBEHHbIX IEHHBIX OyMar;
sue — TIpeciieIoBaTh CYyJIOM; MOJaBaTh B CYJ, BO30YXIaTh UCK, MPEAbSIBIATH

sycophant — nibCcTell, OAXATUM, JTU300TIOT;

scroll — cBUTOK, JIerenaa;

setting — okpy»karoriasi 00CTaHOBKa, My3bIKa K CJIOBaM, IMOCTAaHOBKA;
shuttle — yenHOK;

sign - 3HAaK, OTMETKA, CTABUTh 3HAK;

span —si/ib, U3MEPSTH M ASIMU;

spare — OXpaHsTh, 00eperarsb;

spawn —HMKpa, ME€TaTh UKPY, Pa3MHOKAThCH;

splendid — BenuKoJIeIHBIN, OMUCTATEbHBINA, POCKOITHBIH;

stuff — BemecTBO, HAOMBATh, 3AIIOIHAITD,

SUppose — MpeaIoaaraTh, MoJjararh;

Survive — nepexnBaTh, OCTAThCA B KHUBBIX;

scheme — HeuTO 3aymMaHHOE, CIUIAHUPOBAHHOE, IUIAH, MPOEKT; MPOTPaMMa;

cxeMma;

signed — MOANTMCAHHBIN;
steadily — 1 MOHOTOHHO, 2 HEU3MEHHO, 3 HEYKJIOHHO, 4 TTOCTOSIHHO;

T

transmit — 1 nmepenaBaTh, OTAABAaTh, 2 OTHPABIIATH, IEPECHLIATH, TOCHUIATH;
tag — DTUKETKA,

technique - TexHuka;

term - XapakTepu3oBaTh, CPOK, YCIOBUE, TEPMUH;
threat — yrpo3sa;

throw — Gpocats;

tiny — HEOOIBIION;

trace — MPOCIIeKUBATh, CIE/, TPACCUPOBKA, YYyTh-UyTh;
transform — mpeBpaiarsb;

tremendous — OTPOMHBIN;

twice — IBaXKIbI;

treat- OTHOCHUTECH,

thereafter- cornmacHo aTomy, ¢ T€X Op;
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tend — UMeTh TEHJIEHIUIO ( K YeMY-J1.); KIIOHUTHCS, CKIOHATHCS (K YeMY-II. );
transition — nepeMenieHrue, NePEXo/I;

tune — menoaus; Hares (of, to);

Tantric — TAHTPUYECKNH;

terrestrial — 3eMHOI, CBETCKUI, OOUTAIOIINI Ha 3eMIIE;

tribal — pogoBoO#, MJIEMEHHOM;

U

unique — YHUKaJbHbIM;

unpleasant — HEPUATHBIN;

undisputed- 6GeccriopHbIif;

underpinning — noaBezeHue GyHIaAMEHTA, KPEIJICHUE;

unexciting — HEBOJIHYIOUIWM, HE3aXBaThIBAIOIINI;

unfair — HECIIpaBEIJIMBBINA; IPUCTPACTHBIN; HE3ACITYKEHHBIN, HEIPABUIIbHBIM;
upscale — BbIIIE CPEAHETO YPOBHS, BEICOKOKAYECTBEHHBIN;

unencumbered — HEOOpEeMEHEHbIN, HE3aJI0KEHHBIN;

unique — €IMHCTBEHHBIN, OJTHO3HAYHBIN, YHUKAJIbHBIM;

upon — Ha;
urgency — 06e30TJaraTesIbHOCTh, HACTOMYMUBOCTb, TOPBIB;
Universal resource identifier (URI) — yHuBepcanbHBIi HIAECHTUPUKATOP
pecypca (Bapuant URL);
Uniform resource locator (URL) - yHuduuupoBaHHbI yKa3aTelb

MH(POPMALMOHHOTO pecypca (CTaHJapTU30BAaHHAS CTPOKA CUMBOJIOB, YKa3bIBaOILIas
MECTOHAXO0KJICHUE JOKYMEHTA B ceTH Internet);
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vehicle — mamuHa, cpeACTBO, MOBO3KA;

vest — HaZlenaTh, 001a4aTh, KUJIETKA;

vital — >KuBOM, Ba)KHO;

vector- traced- HapaBJIEHUE BEKTOPA;

valuable — IeHHBII; TOPOTOM, TOPOTOCTOSIIIUMN, IPArOLCHHBIH;
vilification — moHOIIICHHUE;

vintage — MOJIeNb, TUIT; CKJIAJl XapaKkTepa;

vivid — SIpK#Hil, ’KUBOM, SICHBIN;

Ww

wear — HOCUTb (OJeXKy, IPUYECKY, YKPALLIEHUS U T. I1.);
Wise — MYJpbIil, YMYJIPEHHBII;

wave — BaJl, BOJIHA, MOpE;

web-content — BeO-coiep:KaHUE;

whatever — kakoi Obl HY OBLIO, JIFO0OIA;

witness — CBUJIETENb, OYEBUIEL], TOHATOM;



workaholic — yenoBek, "ropsiuuit" Ha padore;
walled - 0OHECEHHEBIN CTEHOMH;

warning — IpeaynpexaaTh, NpeaynpeKIeHIE;
waste — TpaTUTh, OTXO/I, yCTasi MOPOJIa;
wavelength - nnuHa BOJIHBI;

whole — 11embIi;

wing - KpbLIo;

wound — paHWTb, paHa;

Z

Z1p — CBUCT IYJIH, )KUBOCTb, 3aCTEKKA-MOJIHUS.
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